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Chapter 1

Dirac Notation

We begin with an introduction to Dirac’s notation for describing quantum mechanical sys-
tems. Many areas of quantum mechanics studied in undergraduate degrees can be described
without using Dirac notation, and its importance is unclear. In other areas, however, the
advantages of Dirac notation are huge, and it is essentially the only notation in use. This is
particularly true of quantum information theory.

Dirac’s notation is closely related to that used to describe abstract vector spaces known as
Hilbert spaces, and many formal arguments about the properties of quantum systems are in
fact arguments about the properties of Hilbert spaces. Here we aim to steer a careful course
between the twin perils of excessive mathematical sophistication and of taking too much
on trust. We will not prove some elementary results whose proof can be found elsewhere,
but will concentrate on how these results can be used. Much of this chapter is likely to be
familiar to many readers, who should either skip ahead to Chapter 2 or find a more rigorous
treatment elsewhere.

1.1 Hilbert Space

A Hilbert space is an abstract vector space. As such, it has many properties in common with
the use of ordinary three dimensional vectors, but it also differs in several important ways.
Firstly, the vector space is not three dimensional, but can have any number of dimensions.
(The description below largely assumes that the number of dimensions is finite, but it is also
possible to extend these results to infinite dimensional spaces.) Secondly, when the vectors
are multiplied by scalar numbers these numbers can be complex. Thirdly, when two vectors
are combined by taking their scalar product (analogous to the vector dot product, and often
called the inner product), the result depends on the order in which the vectors are taken,
such that

v.u = (u.v)∗ (1.1)

where the asterisk indicates taking the complex conjugate. Clearly the scalar product of any
vector with itself is real, as

u.u = (u.u)∗ (1.2)

and the only numbers equal to their complex conjugates are real. It can also be shown that
u.u is positive, and its positive square root (the norm of u) can be thought of as the length
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CHAPTER 1. DIRAC NOTATION 4

of u.
As usual it is convenient to describe vectors by taking linear combinations of a set of basis

vectors
v =

∑
i

αiui (1.3)

where the αi are complex coefficients, and the ui have the property that

ui.uj = δij (1.4)

where δij, the Kronecker delta, is equal to 1 if i = j, and is equal to 0 if i ̸= j. Such a basis
is said to be orthonormal. The coefficients αi can be easily found, as

ui.v = αi (1.5)

or
v.ui = α∗

i (1.6)

where the second version follows from equation 1.1.

1.2 Dirac notation

The essence of Dirac notation is that the state of a quantum system is fully described by a
vector in an associated Hilbert space. The notation makes a clear distinction between vectors
appearing on the right hand side and on the left hand side of scalar products: vectors of the
first kind are called ket vectors, or just kets, and are written as |ψ⟩, while vectors of the
second kind are called bra vectors, or bras, and written as ⟨ψ|. The scalar product of a bra
and a ket (usually called the inner product) is represented by the bra(c)ket notation

⟨ϕ|ψ⟩ (1.7)

and equation 1.1 is written as
⟨ϕ|ψ⟩ = ⟨ψ|ϕ⟩∗. (1.8)

As before, bras and kets are conveniently expanded in an orthonormal basis, that is a set of
kets such that

⟨i|j⟩ = δij. (1.9)

Any ket |ψ⟩ can then be written as

|ψ⟩ =
∑
i

αi|i⟩ (1.10)

where
⟨i|ψ⟩ = αi. (1.11)

The corresponding bra can be written as

⟨ψ| =
∑
i

α∗
i ⟨i| (1.12)
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with
⟨ψ|i⟩ = α∗

i , (1.13)

so that the set of bras ⟨i| forms an orthonormal basis for the bras. The inner product between
⟨ϕ| and |ψ⟩ can now be written as

⟨ϕ|ψ⟩ =
∑
i

∑
j

β∗
i ⟨i|αj|j⟩ =

∑
i,j

β∗
i αj⟨i|j⟩ =

∑
i,j

β∗
i αjδij =

∑
i

β∗
i αi (1.14)

1.3 Operators

After kets and bras, the most important elements of Dirac notation are operators, which
transform kets into other kets according to

A|ψ⟩ = |ψ′⟩. (1.15)

The action of an operator on a bra is analogous, but the operator must be written on the
right hand side of the bra:

⟨ϕ|A = ⟨ϕ′|. (1.16)

The relationship between these two actions is defined by the fact that

⟨ϕ|ψ′⟩ = ⟨ϕ′|ψ⟩ (1.17)

and so the inner product is written as

⟨ϕ|A|ψ⟩ (1.18)

and it is not necessary to specify whether the operator acts on the ket or the bra. These
operators are linear, so that

A (|ψ⟩+ |ϕ⟩) = A|ψ⟩+ A|ϕ⟩ (1.19)

and
(A+B) |ψ⟩ = A|ψ⟩+B|ψ⟩. (1.20)

The product of two operators acting on a ket is defined by acting first with the rightmost
operator, so that

AB|ψ⟩ = A (B|ψ⟩) . (1.21)

As discussed above, an operator can be thought to act either on a ket or on a bra, but
these operations are not quite identical. In particular the fact that A|ψ⟩ = |ψ′⟩ does not in
general imply that ⟨ψ|A = ⟨ψ′|. It is, however, true that

⟨ψ|A† = ⟨ψ′| (1.22)

where A† is an operator closely related to A, called the Hermitian conjugate or adjoint of A.
The form of this operator will be considered below; for the moment it suffices to note that

⟨ϕ|A|ψ⟩ = ⟨ψ|A†|ϕ⟩∗ (1.23)
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and that this can be used to show that (A†)† = A.
One important set of operators is the set of projection operators. Combining equations

1.10 and 1.11 gives

|ψ⟩ =
∑
i

⟨i|ψ⟩|i⟩ (1.24)

and since the ⟨i|ψ⟩ inner products are just numbers, they can be swapped with the kets |i⟩
to obtain

|ψ⟩ =
∑
i

|i⟩⟨i|ψ⟩ =
∑
i

Pi|ψ⟩ (1.25)

where Pi = |i⟩⟨i| is an operator which projects |ψ⟩ onto the basis ket |i⟩, that is obtains the
component of |ψ⟩ which is parallel to |i⟩. In the same way we can write

⟨ψ| =
∑
i

⟨ψ|i⟩⟨i| =
∑
i

⟨ψ|Pi. (1.26)

As the two equations above are valid for any ket or bra, it follows that∑
i

|i⟩⟨i| =
∑
i

Pi = 1 (1.27)

where 1 is the identity operator, which leaves all bras, kets, and operators unchanged, so
that

1|ψ⟩ = |ψ⟩, ⟨ψ|1 = ⟨ψ|, A1 = 1A = A. (1.28)

This result is called the closure theorem.
Operators can be grouped into various classes according to their properties, and two

particularly important groups are Hermitian and unitary operators. Hermitian operators
are simply those which are equal to their adjoint

H = H† (1.29)

while unitary operators have their inverse equal to their adjoint, so that

UU † = U †U = 1. (1.30)

Most physical processes are described by Hermitian or unitary operators, and as we shall see
below there is a close link between them.

1.4 Vectors and matrices

As shown in equation 1.10, any ket can be thought of as a linear combination of a set of
orthonormal basis vectors. Provided there is some agreed basis, it clearly suffices just to list
the coefficients: thus for a ket in a three dimensional Hilbert space we can write

|ψ⟩ =

α1

α2

α3

 (1.31)
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where the coefficients form a column vector. A bra can be written in a similar way

⟨ψ| =
(
α∗
1 α∗

2 α∗
3

)
(1.32)

where the coefficients now form a row vector. Reconsidering equation 1.14 shows that when
bras and kets are written in this form the inner product is nothing more than a conventional
matrix product.

It is also possible to describe operators using a matrix. Clearly

A|ψ⟩ = 1A1|ψ⟩ (1.33)

and applying the closure theorem gives

A|ψ⟩ =
∑
i,j

|i⟩⟨i|A|j⟩⟨j|ψ⟩ (1.34)

=
∑
i,j

⟨i|A|j⟩⟨j|ψ⟩|i⟩ (1.35)

where we have used the fact that the two inner products in equation 1.34 are just numbers
and so can be moved to the front of the formula. Next, note three things. Firstly, using
equation 1.11, we know that ⟨j|ψ⟩ = αj. Secondly as ⟨i|A|j⟩ is just a number we can choose
to write it as an element Aij of a matrix A. Finally we can use equations 1.10 and 1.11 to
expand A|ψ⟩ in the same way as |ψ⟩,

A|ψ⟩ =
∑
i

βi|i⟩. (1.36)

Combining all these results gives

βi =
∑
j

Aijαj (1.37)

and so the coefficients in the new state are obtained from those in the old state by multiplying
them by A using conventional matrix multiplication.

Since a matrix can be used to describe an operator, it is instructive to consider how the
product of two operators can be described. This can be achieved by considering a single
element of the matrix description of the product

⟨i|BA|j⟩ = ⟨i|B1A|j⟩ (1.38)

=
∑
k

⟨i|B|k⟩⟨k|A|j⟩ (1.39)

or
(BA)ij =

∑
k

BikAkj (1.40)

so that the matrix describing the product of two operators is simply the product of their
individual matrices.

It is also instructive to consider the relationship between the matrix descriptions of an
operator A and its adjoint A†. Applying equation 1.23 to the basis vectors gives

⟨i|A†|j⟩ = ⟨j|A|i⟩∗ (1.41)
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or
(A†)ij = A∗

ji (1.42)

so that in matrix terms taking the adjoint is equivalent to taking the complex conjugate of
the matrix transpose. From this fact it is straightforward to deduce that (AB)† = B†A†.

1.5 Eigenvalues and eigenvectors

Consider an operator A and a ket |ψ⟩ such that

A|ψ⟩ = λ|ψ⟩ (1.43)

where λ is just a number. The ket |ψ⟩ is then said to be an eigenket of the operator A,
with eigenvalue λ. Alternatively, and equivalently, the vector representation of |ψ⟩ is an
eigenvector of the matrix A with eigenvalue λ.

Eigenvalues are most conveniently determined using the matrix formalism. In a Hilbert
space with n dimensions, equation 1.43 is equivalent to n simultaneous equations of the form∑

j

Aijaj = λai (1.44)

or ∑
j

(Aij − λδij)aj = 0. (1.45)

These simultaneous equations only have non-trivial solutions if the determinant of the coef-
ficients on the left hand side is zero, so that∣∣∣∣∣∣∣∣∣

(A11 − λ) A12 . . . A1n

A21 (A22 − λ) . . . A2n
...

...
. . .

...
An1 An2 . . . (Ann − λ)

∣∣∣∣∣∣∣∣∣ = 0. (1.46)

This determinant equation is in fact an nth order polynomial in λ, whose n roots are the
n eigenvalues of the matrix A. It should be noted that although the exact form of the
determinant equation (1.46) seems to depend on the choice of basis in which A is described,
the eigenvalues are fundamental properties of the operator A (equation 1.43) and will be the
same in any basis.

Once the eigenvalues have been determined, the eigenvector corresponding to each eigen-
value can be found by solving the set of simultaneous equations (1.45). Unlike eigenvalues,
the eigenvectors of an operator obviously do depend on the basis used to describe the opera-
tor. The eigenkets of the operator, however, are fundamental properties and do not depend
on the choice of basis.

The method described above only gives the ratios of the coefficients describing the eigen-
vector, but this is quite proper as the eigenkets (equation 1.43) are only defined up to a
multiplicative factor. It is customary to choose kets of unit norm, but this does not com-
pletely define the ket, which can still be multiplied by any complex number of the form eiϕ. A
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more important source of uncertainty, however, may arise when an operator has degenerate
eigenvalues, arising from repeated roots in the eigenvalue polynomial. In this case linear
combinations of eigenvectors corresponding to the same eigenvalue will also be eigenvectors
with the same eigenvalue.

The process of finding eigenvalues and eigenvectors of a matrix is equivalent to diagonal-
izing the matrix: the matrix A can be written in the form

A = SΛS−1 (1.47)

where Λ is a diagonal matrix with the eigenvalues of A along the diagonal and S is formed
from the eigenvectors of A.

The trace of an operator is a particularly important property. As before it is most simply
defined by using a matrix description

tr(A) =
∑
i

⟨i|A|i⟩ =
∑
i

Aii (1.48)

but its value does not depend on the basis. This is most easily seen by writing the matrix A
in diagonal form and then using the fact that the trace of a product of matrices is invariant
under cyclic permutations of the product. Thus

tr(A) = tr(SΛS−1) = tr(ΛS−1S) = tr(Λ) (1.49)

and so the trace of an operator is equal to the sum of its eigenvalues.

1.6 Hermitian operators

As mentioned above, an operator A is Hermitian if it is equal to its adjoint, A = A†.
Hermitian operators play a key role in quantum mechanics, and have many useful properties.

Firstly, the eigenvalues of a Hermitian operator are always real. Suppose |a⟩ is an eigenket
of A with eigenvalue a, so that

A|a⟩ = a|a⟩, (1.50)

or, equivalently,
⟨a|A|a⟩ = ⟨a|a|a⟩ = a⟨a|a⟩. (1.51)

Using equation 1.23 gives
⟨a|A†|a⟩ = (⟨a|a|a⟩)∗ = a∗⟨a|a⟩ (1.52)

and since A = A† we can immediately deduce that a = a∗. Thus a must be real.
Secondly, the eigenkets of a Hermitian operator are mutually orthogonal. Consider two

eigenkets such that
A|a1⟩ = a1|a1⟩, A|a2⟩ = a2|a2⟩. (1.53)

Since A is Hermitian these can be rewritten as

⟨a1|A = ⟨a1|a1, ⟨a2|A = ⟨a2|a2, (1.54)
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and so the inner product ⟨a2|A|a1⟩ can be expanded in two different ways:

⟨a2|A|a1⟩ = a1⟨a2|a1⟩ = a2⟨a2|a1⟩, (1.55)

or
(a1 − a2)⟨a2|a1⟩ = 0. (1.56)

The situation is simplest when the two eigenvalues are different, so that (a1 − a2) ̸= 0; in
this case equation 1.56 immediately requires that ⟨a2|a1⟩ = 0, so that the kets |a2⟩ and |a1⟩
are orthogonal. Things are slightly more complex in the presence of degenerate eigenvalues,
but in this case it can be shown that it is always possible to take linear combinations of the
corresponding eigenkets to obtain orthogonal kets.

Taken together these results imply that for any Hermitian operator in an n dimensional
Hilbert space, it is always possible to find n orthonormal eigenkets of the operator. Clearly
these orthonormal eigenkets provide a natural basis for describing the operator. This is not
a formal proof, as it assumes that the eigenvalues and eigenkets always exist, but a more
formal proof is possible using the spectral decomposition theorem and the result is correct.

1.7 Commutators

When two operators, A and B are applied in sequence to a ket |ψ⟩ it usually matters which
order they are applied in, so that

BA|ψ⟩ ̸= AB|ψ⟩ (1.57)

in general. More fundamentally we note that operator multiplication (like matrix multipli-
cation) is not commutative, so that BA ̸= AB. In some cases, however, the operators do
have the property that BA = AB, and in this case the operators are said to commute. This
distinction is usually made by considering the commutator of the two operators

[A,B] = AB −BA (1.58)

so that two operators commute if their commutator is zero. Note that for two operators
to commute it must be true that BA|ψ⟩ = AB|ψ⟩ for every ket |ψ⟩, so that we can write
BA = AB; it is not sufficient if the equality only holds for some particular kets.

Commutators play a key role in quantum mechanics, and it can be useful to consider
their properties in the abstract. To give two trivial examples, it is obvious that

[B,A] = BA− AB = −[A,B] (1.59)

and that

tr([A,B]) = tr(AB −BA) (1.60)

= tr(AB)− tr(BA) (1.61)

= 0 (1.62)

where the last line has used the cyclic invariance of the trace.
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1.8 Unitary operators

A unitary operator U was previously defined as an operator whose inverse is equal to its
adjoint, but a more fundamental definition is that a unitary operator does not change the
norm of a ket. We can now show how these two definitions are related. Consider some
arbitrary ket |ψ⟩, such that

U |ψ⟩ = |ψ′⟩ and ⟨ψ|U † = ⟨ψ′|. (1.63)

It is clear that

⟨ψ′|ψ′⟩ = ⟨ψ|U †U |ψ⟩ (1.64)

= ⟨ψ|U−1U |ψ⟩ (1.65)

= ⟨ψ|ψ⟩ (1.66)

as required. In a similar way it can also be shown that unitary operators also leaves the scalar
product between any two kets unchanged. (This property suggests that unitary operators
can be considered as changing between two different bases for describing a system, and this
is indeed the case.)

As with Hermitian operators, unitary operators play a central role in quantum mechanics,
and have many important features. For example, we note that the product of two unitary
operators U and V is itself unitary, since

UV (UV )† = UV V †U † = UU † = 1. (1.67)

More interestingly, it can be shown that the eigenvalues of a unitary operator all have modulus
one, and that the eigenvectors of a unitary matrix are orthogonal. Both of these properties
can be deduced by considering two eigenkets of U , |u1⟩ and |u2⟩, with eigenvalues λ1 and λ2.
Clearly

⟨u2|u1⟩ = ⟨u2|U †U |u1⟩ (1.68)

= λ∗2λ1⟨u2|u1⟩ (1.69)

where the first line results from the fact that U †U = 1, and the second line comes from the
fundamental properties of operators. Thus

(λ∗2λ1 − 1)⟨u2|u1⟩ = 0. (1.70)

Choosing |u2⟩ = |u1⟩ leads immediately to λ∗1λ1 = 1, showing that the eigenvalues have
modulus one as required. The proof that the eigenvectors are orthogonal is virtually identical
to that used for Hermitian operators above.

1.9 Operator exponentials

Finally we consider an important link between unitary and Hermitian operators. Since the
eigenvalues of a unitary operator have modulus one, they can all be written in the form

λj = exp(−iaj) (1.71)
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where the numbers aj are real. These numbers can be though of as the eigenvalues of another
operator A which has the same eigenkets as U . Since the eigenvalues of A are real, A must
itself be Hermitian. In general we can write

U = exp(−iA) (1.72)

connecting any unitary operator with its associated Hermitian operator.
The meaning of a function (such as the exponential) of an operator or matrix can be

easily understood by considering a series expansion of the function. Thus

exp(A) = 1+ A+ 1
2
AA+ . . . (1.73)

and so on. Evaluating the series is simple for a diagonal matrix:

exp

[(
a 0
0 b

)]
=

(
1 0
0 1

)
+

(
a 0
0 b

)
+

1

2!

(
a 0
0 b

)(
a 0
0 b

)
+ . . . (1.74)

=

(
1 + a+ a2/2 + . . . 0

0 1 + b+ b2/2 + . . .

)
(1.75)

=

(
exp[a] 0

0 exp[b]

)
. (1.76)

The exponential of a general matrix can be calculated in a similar way by first diagonalizing
the matrix and then noting that

exp[SΛS−1] = S exp[Λ]S−1. (1.77)

This result is easily proved by using a series expansion of the exponential function, as shown
above, and canceling matching pairs of S−1 and S matrices. More fundamentally, S and S−1

are the matrices which transform between the basis we happen to be working in, and the
eigenbasis of the operator, in which its description is naturally diagonal.

1.10 Physical systems

At last we can proceed to see how Dirac notation can be used to describe a physical system.
The most important property of the system is its Hamiltonian operator H which described
the energy of the system. According to the time independent Schrödinger equation the
Hamiltonian has an associated set of eigenstates

H|j⟩ = ~ωj|j⟩ (1.78)

which form an orthonormal basis for the system. As the eigenvalues of the Hamiltonian
(given by ~ωj) correspond to the energies of the eigenstates they must be real, and so H
must be Hermitian. The most general state of the system is then some superposition, or
linear combination, of these basis states,

|ψ⟩ =
∑
j

αj|j⟩. (1.79)
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The evolution of the system is given by the time dependent Schrödinger equation,

∂

∂t
|ψ⟩ = −i

H
~
|ψ⟩ (1.80)

which has the solution
|ψ(t)⟩ = U(t)|ψ(0)⟩ (1.81)

with
U(t) = exp(−i(H/~)t). (1.82)

The evolution of quantum states can also be described using the compact notation

|ψ⟩ Ht−→ U |ψ⟩. (1.83)

Since H is Hermitian, the evolution operator U , usually called the propagator, must be
unitary.

1.11 Time-dependent Hamiltonians

The discussion above assumes that the Hamiltonian is time-independent, that is it does not
vary with time. This will not be true in complicated systems, which are controlled by varying
the Hamiltonian. In many cases, however, the Hamiltonian is piecewise constant, that is it
has a constant value for some finite length of time, and is then replaced by a different constant
value for another finite time period, and so on. In this case the evolution can be described
using a series of propagators

|ψ⟩ H1t1−→H2t2−→H3t3−→ U3U2U1|ψ⟩ (1.84)

with U1 = exp[−i(H1/~)t1] and so on. Note that the sequence of Hamiltonians is normally
written with time running from left to right (that is the leftmost Hamiltonian is the first to
be applied), while the sequence of propagators is always written from right to left, as the
rightmost propagator is applied first. It is, of course, possible to combine the sequence of
propagators into a single propagator, U = U3U2U1, by matrix multiplication.

The situation is much more complicated when the Hamiltonian varies continuously with
time. It is, of course, possible to write down a formal solution of the form of equation (1.84),
but this is not generally a useful approach. For the moment this issue will simply be ignored.

1.12 Global phases

The discussion above has glossed over one important aspect of using kets to represent the
state of physical systems. The description of a physical state as a linear combination of basis
states (equation 1.79) provides too much information, as the kets |ψ⟩ and

eiϕ|ψ⟩ =
∑
j

eiϕαj|j⟩. (1.85)
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describe the same physical state. It is safe to use this approach as long as you remember
that two kets differing only by an overall phase shift correspond to the same state. Note also
that states are only invariant under overall phases (often called global phase shifts); as we
shall see, changes in the relative phases of the terms contributing to a superposition can be
vitally important!

Further reading

While there are many undergraduate texts on quantum mechanics, many elementary texts
avoid the use of Dirac notation, while many more advanced texts are largely concerned with
applications of quantum mechanics in infinite dimensional Hilbert spaces, such as the position
and momentum representations. There are, however, several useful intermediate level texts
[Gas03, Bow08, BS10]. Useful treatments can also be found in some textbooks on spin physics
[Gol88].



Chapter 2

Quantum bits and quantum gates

The basic element used in quantum information is the quantum bit, or qubit. This is simply
a physical system with two basis states, which we shall call |0⟩ and |1⟩. There are many
possible physical implementations of a qubit, such as spin states of electrons or atomic nuclei,
charge states of quantum dots, atomic energy levels, vibrational states of groups of atoms,
polarization states of photons, or paths in an interferometer. At this stage the physical
implementation is not important: the idea of a qubit is to abstract the discussion away from
physical details. Taking the standard approach of quantum information theory, we shall not
worry too much about the properties of these states, or even what their energies are; we shall
simply assume that they are eigenstates of the Hamiltonian with known eigenvalues (that is,
known energies). This approach allows us to concentrate on the fundamental properties of
the system, without all the tedious solving of complicated differential equations.

Classical information processing is performed using bits, which are just two state systems,
with the two states called 0 and 1. By grouping bits together we can represent arbitrary pieces
of information, and by manipulating these bits we can perform arbitrary computations. We
can in principle perform classical information processing on our quantum system by using the
two states |0⟩ and |1⟩ as our logical states 0 and 1 and proceeding in the usual fashion, giving
rise to the field of reversible computation. This, however, misses the point. A qubit is not
confined to these two states, but can be found in arbitrary superposition states. Although it
is not immediately obvious what a state like

|ψ⟩ = α|0⟩+ β|1⟩ (2.1)

actually means in information processing terms, it is clear that quantum bits are in some sense
more powerful than their classical equivalents. Quantum information processing is, of course,
the art of exploiting these superposition states to perform information processing tasks which
are impossible for classical systems. Just as the real power of classical information processing
requires groups of bits, the real advantages of quantum information processing only become
clear in systems with two or more qubits; for simplicity, however, we are confining ourselves
to single isolated qubits at the moment.

15
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2.1 The Bloch sphere

The enormous flexibility of a single qubit in comparison with a classical bit can be most
clearly seen using the Bloch sphere description of a qubit. This also provides a simple but
powerful way of visualizing the behavior of a qubit. We begin by looking again at the general
state of a single qubit, equation (2.1), and noting that this ket must have unit norm, so that
|α|2 + |β|2 = 1. The fact that the state does not change under global phase shifts means
that we can always choose α to be real, and the normalization constraint is easily imposed
by making α and β depend on the cosine and sine of a single parameter. As discussed below,
a particularly useful form is to write

|ψ⟩ = cos(θ/2)|0⟩+ eiϕ sin(θ/2)|1⟩ (2.2)

where 0 ≤ θ ≤ π and 0 ≤ ϕ < 2π. Note that θ = 0 corresponds to |ψ⟩ = |0⟩, and θ = π
corresponds to |ψ⟩ = |1⟩; in these extreme cases the value of ϕ is irrelevant.

There is an obvious analogy between the variables θ and ϕ used above and those used
in spherical polar coordinates. Clearly any ket |ψ⟩ can be associated with a single point on
the surface of a sphere of radius 1 with co-latitude and azimuth angles θ and ϕ; this sphere
is usually called the Bloch sphere. Alternatively (and entirely equivalently) a state can be
represented as a unit vector (connecting the origin and a point on the Bloch sphere), called
a Bloch vector.

The two basis states |0⟩ and |1⟩, which correspond to the states 0 and 1 of a classical bit,
lie at the north and south poles of the Bloch sphere, while a qubit can lie anywhere at all
on the surface. One interesting group of states is the set of equally weighted superpositions,
with |α| = |β| = 1/

√
2, which lie on the equator of the Bloch sphere, with the exact position

determined by the relative phase of α and β.

2.2 Density matrices

As described previously, it is frequently convenient to describe the state of a qubit using a
vector, written using the basis states |0⟩ and |1⟩ (the computational basis). The basis states
take the simple forms

|0⟩ =
(
1
0

)
and |1⟩ =

(
0
1

)
. (2.3)

(There is a potential ambiguity in any description of quantum bits, as to whether |0⟩ and |1⟩
are defined as shown here, or the other way round; fundamentally, of course, the choice does
not matter, as long as one is consistent.) In this basis equation (2.1) can be written as

|ψ⟩ =
(
α
β

)
, (2.4)

while the corresponding bra can be written as

⟨ψ| =
(
α∗ β∗) . (2.5)
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Bras and kets are frequently combined by taking the inner product, such as

⟨ψ|ψ⟩ =
(
α∗ β∗)(α

β

)
= α∗α+ β∗β = 1 (2.6)

but they can also be combined using the outer product

|ψ⟩⟨ψ| =
(
α
β

)(
α∗ β∗) = (αα∗ αβ∗

βα∗ ββ∗

)
. (2.7)

This outer product is called a density matrix description of the state. As we will see later
density matrices can provide a very useful approach to describe qubits whose states are at
least partly unknown, known as mixed states, but for the moment we will use them simply
to explore an alternative notation for pure states.

It is obvious from the form of equation 2.7 that the density matrix describing a qubit
is Hermitian, and has trace one; these are in fact general properties which apply to all
density matrices. A two by two matrix can always be expanded as a weighted sum of four
basic matrices (a matrix basis), and perhaps the most useful basis is provided by the Pauli
matrices

σ0 =

(
1 0
0 1

)
σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
(2.8)

where the usual set of three matrices has been extended to include the identity matrix σ0.
As the Pauli matrices are Hermitian, a density matrix can be written as

|ψ⟩⟨ψ| = 1
2
(σ0 + sxσx + syσy + szσz) (2.9)

where sx, sy and sz are three real coefficients. This might seem excessive, as we know that
any pure state can be described using only two numbers (θ and ϕ), but it is easily shown
that sx, sy and sz are not completely independent, being the three components of a vector
of unit length. It can be shown that this vector is identical to the Bloch vector, discussed
above.

Qubits can also be found in mixed states, which are just weighted sums of pure states of
the form

ρ =
∑
n

Pn|ψn⟩⟨ψn| (2.10)

where Pn ≥ 0 is the contribution of the pure state |ψn⟩⟨ψn| to the mixture (the probability of
the pure state occurring in the mixture). Clearly such mixed states are Hermitian, and as the
probabilities of the various contributions must sum to one (

∑
n Pn = 1) the density matrix

must have trace one. It can be shown that any mixed state of a single qubit corresponds to
a point inside the Bloch Sphere.

It is useful to be able to calculate the evolution of states described using a density matrix
rather than a ket vector. This problem can be addressed directly by solving the Liouville–
von Neumann equation (the density matrix equivalent of the time dependent Schrödinger
equation), but it is simple to proceed by analogy. The evolution of a bra vector is clearly
closely related to the evolution of the corresponding ket vector

(U |ψ⟩)† = ⟨ψ|U † (2.11)
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and so the density matrix description of a pure state evolves according to

|ψ⟩⟨ψ| Ht−→ U |ψ⟩⟨ψ|U † (2.12)

and the linearity of the operations guarantees that a mixed state will evolve in the same way.

2.3 Propagators and Pauli matrices

We have already noted that the Pauli matrices are Hermitian, and thus provide a natural
basis for describing the density matrix corresponding to a qubit. In the same way, the fact
that any Hamiltonian is Hermitian means that any Hamiltonian applied to a single qubit can
be written as a weighted sum of the four Pauli matrices, equation (2.8), where the weights
are real. This means that the Pauli matrices provide a natural language for describing single
qubit interactions as well as single qubit states.

The fact that any propagator describing the evolution of a quantum system is unitary has
several significant consequences. Firstly it means that every propagator has an inverse, and
so quantum evolution is reversible. (One exception to this general principle is measurement,
which is discussed in more detail below). Secondly unitary transformations are length pre-
serving and can in general be thought of as rotations of the vector describing the quantum
state. Thirdly we note that the Pauli matrices are unitary, and so correspond to possible
propagators. As we shall see later the Pauli matrices viewed as propagators correspond to
important quantum logic gates. It might seem that using the Pauli matrices to describe
quantum states, Hamiltonians, propagators, and logic gates will inevitably lead to confusion,
but in practice such problems rarely occur.

The fact that the Pauli matrices are both unitary and Hermitian has the interesting
consequence that

σ2
α = σ0 (2.13)

where σα are the usual Pauli matrices, with α equal to x, y, or z. This observation can be
combined with the series expansion of an exponential operator to show that

exp(−iθ σα) = cos(θ)σ0 − i sin(θ)σα (2.14)

without diagonalizing any matrices, making it easy to calculate many single qubit propaga-
tors.

Finally we note that the propagator corresponding to a Hamiltonian which is some mul-
tiple of σ0 is simply a global phase shift, which has no physical significance. In essence this
occurs because adding multiples of σ0 corresponds to moving the zero-point of the energy
scale, which has no physical significance.

2.4 Quantum logic gates

The basic idea of quantum information processing is that information is stored in quantum
bits and processed by quantum logic gates. Just as classical logic gates take classical bits
from one state to another, so quantum logic gates take qubits from one state to another.
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This can be achieved by modifying the system’s Hamiltonian, by applying additional control
fields to the background Hamiltonian which underlies the system.

Applying Hamiltonians will cause qubits to evolve under unitary transformations, which
are reversible. With classical bits there are only two reversible gates which act on a single
bit: the not gate, which takes a bit in state 0 into state 1 and vice versa, and the identity
gate, which just leaves the bit unchanged. (It may seem excessive to consider trivial gates
such as identity, but the formalism works better if they are included.) There are also two
irreversible gates, set which sets a bit to 1 whatever its initial state, and clear which sets
a bit to 0. Clearly these two cannot be achieved with unitary transformations, and so we
will neglect them for the moment.

Returning to the two unitary gates, we must first find propagators that implement them.
Clearly σ0 will perform identity as(

1 0
0 1

)(
1
0

)
=

(
1
0

)
and

(
1 0
0 1

)(
0
1

)
=

(
0
1

)
(2.15)

while σx corresponds to not as(
0 1
1 0

)(
1
0

)
=

(
0
1

)
and

(
0 1
1 0

)(
0
1

)
=

(
1
0

)
. (2.16)

We now have to find Hamiltonians which can give rise to these propagators. Clearly σ0 can
in principle be achieved simply by doing nothing at all. In fact the identity gate is slightly
more subtle than it might seem, as the state of the qubit will continue to evolve under the
background Hamiltonian even when no additional control fields are applied, and unless the
identity gate is instantaneous this background evolution must be considered. Achieving σx
is only slightly more difficult: using equation 2.14

exp(−iπσx/2) = −iσx (2.17)

(the reason for dividing the σx by 2 will soon become clear), and so a not gate can be
achieved by evolving the qubit under a Hamiltonian proportional to σx for an appropriate
time. The factor of −i is just a global phase, and so can be ignored.

Once again the situation is subtler than it might at first seem. The obvious approach is
just to apply a control field which generates a Hamiltonian proportional to σx, but this is
not quite right as the background Hamiltonian will still be present. A brute force solution
is just to make the control field very large in comparison with the background Hamiltonian,
but this is rarely practical. A better approach is to apply a weak control field which oscillates
at a resonance frequency of the system. This point will be explored in considerable detail in
subsequent chapters.

The quantum not gate behaves exactly like a classical not gate when applied to basis
states, but it can also be applied to more general states. The linearity of quantum mechanics
means that logic gates can be trivially extended to deduce their actions on superposition
states: (

0 1
1 0

)(
α
β

)
=

(
β
α

)
. (2.18)
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The effect of this gate can be better understood by considering its effect on the Bloch sphere.
Rewriting the general state in polar coordinates as before,(

0 1
1 0

)(
cos(θ/2)
eiϕ sin(θ/2)

)
=

(
eiϕ sin(θ/2)
cos(θ/2)

)
(2.19)

= eiϕ
(

sin(θ/2)
e−iϕ cos(θ/2)

)
(2.20)

= eiϕ
(

cos([π − θ]/2)
e−iϕ sin([π − θ]/2)

)
(2.21)

shows that (neglecting the irrelevant global phase) the effect of a not gate is to negate both
the latitude and longitude coordinates. A little thought shows that this is equivalent to
rotating the Bloch sphere by 180◦ around the x axis. The significance of equation (2.17)
should now be clear: the effect of applying some Hamiltonian to a qubit is to rotate the
Bloch sphere around an axis parallel to the Hamiltonian. The angle of rotation depends on
both the intrinsic strength of the Hamiltonian, and the time for which it is applied.

Thinking of the not gate as a 180◦ rotation also make sense when considering the effect
of applying two not gates in sequence. Clearly this should have no overall effect, and it is
comforting to note that two successive 180◦ rotations is equivalent to a 360◦ rotation, which
leaves the Bloch sphere unchanged. In fact careful thought shows that a 360◦ rotation does
not leave a state completely unchanged, but applies a phase factor of −1; this is an example
of spinor behaviour. If the phase shift is a global phase then it can be ignored, but in two
qubit gates spinor behaviour can be used to generate useful phase shifts as we shall see in
section ??.

Reversing this approach we can also think about rotations through smaller angles, such
as a 90◦ rotation around the x axis. This has the propagator

exp[−iπ/2σx/2] =
1√
2

(
1 −i
−i 1

)
(2.22)

which acts to convert basis states into superpositions. Applying this propagator twice gives
a not gate, and so it is called the square-root-of-not gate. Clearly this gate has no
classical equivalent: it is a purely quantum logic gate.

This is not, of course, the only purely quantum logic gate: there are an infinite number
of such gates! In general any rotation of the Bloch sphere (that is, a rotation by any angle
around any axis) can be considered as a quantum logic gate, and can be implemented by
applying an appropriate Hamiltonian for an appropriate time. For the moment we will briefly
consider two of the more important gates: the Hadamard gate and the phase gate.

The Hadamard gate, usually indicated by the letter H, is similar to the square-root-
of-not gate, but with subtly different effects. It is described by the propagator

H =
1√
2

(
1 1
1 −1

)
(2.23)

and so acts on the basis states to give

|0⟩ H−→ 1√
2
(|0⟩+ |1⟩) = |+⟩ and |1⟩ H−→ 1√

2
(|0⟩ − |1⟩) = |−⟩. (2.24)
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The two states |+⟩ and |−⟩, which lie on the equator of the Bloch sphere, play a central role
in quantum information processing and will be seen frequently in subsequent chapters.

Unlike the square-root-of-not gate the Hadamard gate is self-inverse,

|+⟩ H−→ |0⟩ and |−⟩ H−→ |1⟩, (2.25)

so that applying it twice is equivalent to doing nothing. This means that the Hadamard gate
must correspond to a 180◦ rotation, and it is in fact equivalent to a 180◦ rotation around an
axis tilted at 45◦ degrees from the x axis towards the z axis.

The phase gate is usually indicated by the letter S, and can be thought of as the square-
root-of-σz gate. It is described by the propagator

S =

(
1 0
0 i

)
(2.26)

and its effect is simply to change the phase of |1⟩ by 90◦, while leaving |0⟩ unaffected, or,
equivalently, to rotate the Bloch sphere by 90◦ around the z axis. Note that the classical
states 0 and 1, which lie at the north and south poles of the Bloch sphere, are not affected
by this rotation, but the phase of a superposition will be changed. Thus even though S does
not interconvert basis states and superposition states is is once again a purely quantum gate.

2.5 Gate notation

It is possible to describe quantum gates in many different ways, and this has given rise to
a range of notations for discussing them. For example the not gate can also be written as
X, as σx, or as πx or 180◦x. The decision between these forms is often a matter of context
and the background of the person discussing the gate! Researchers with a background in
computer science would tend to use the most abstract notation, X, while physicists studying
the theory of quantum information processing might instead choose the Pauli matrix form,
σx. By contrast, experimental physicists, who are interested in actually building quantum
computers would usually use the descriptions πx or 180◦x, as these correspond most closely
to a physical process. It is usually a good idea to keep an open mind, and be ready to use
whatever notation is around.

There is, however, one important distinction between the theoretician’s X and σx, on the
one hand, and πx or 180◦x on the other, and this is the matter of global phases. It is clear
from equation 2.17 that 180◦x is not exactly the same as σx, but differs by a global phase
factor of −i (this is an example of spinor behaviour as noted previously). In the single qubit
case this global phase is completely irrelevant, but in systems with two or more qubits it is
necessary to be a little more careful.

2.6 Quantum networks

Just as a single bit is not much use on its own, very little can be achieved with a single
logic gate. Effective information processing requires that gates be joined together to form
networks, and the same approach can be used with quantum logic gates. Just as a classical
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logic network can be built using only one and two bit gates (and, or and not), it can be
shown that any quantum logic network can be built out of one qubit and two qubit quantum
logic gates. Clearly quantum networks will only be really useful when applied to systems
with more than one qubit, but even with a single isolated qubit the idea has some use. Gate
networks can be used both to explain some classic experiments, such as Ramsey fringes and
spin echoes, and also to build single qubit gates out of other gates.

Spin echoes occur when a 180◦ rotation is placed half way through a period of evolution
under a background Hamiltonian of the form ω σz/2, and rely on the identity ϕz 180x ϕz ≡
180x. By this means evolution under the background Hamiltonian can be canceled, making
the final state independent of the value of ω. Spin echoes are best known in the context of
Nuclear Magnetic Resonance (NMR), but are a universal quantum phenomenon.

As an example of the second kind, consider the network HSSH

H S S H (2.27)

which corresponds to applying first a Hadamard gate, then a phase gate, then another phase
gate, and finally a Hadamard gate. The effect of this can be deduced by applying the gates in
sequence to a qubit in a general state, but it is more useful to consider the network directly,
by simply multiplying out the constituent propagators

1√
2

(
1 1
1 −1

)(
1 0
0 i

)(
1 0
0 i

)
1√
2

(
1 1
1 −1

)
=

(
0 1
1 0

)
(2.28)

to find that this network is equivalent to a not gate. Since SS = σz this network can also
be written as HσzH = σx, or even more simply as HZH = X.

The network notation does give rise to one serious ambiguity of notation which we have
sidestepped above. When describing a process by a sequence of operators, the operators are
applied from right to left, so that the first operator applied is the rightmost operator written
in the sequence. By contrast, networks are usually written running from left to right, so that
the first operator applied is the leftmost operator written in the network. In some cases,
therefore, it can be unclear whether to apply the gates from right to left or left to right! In
the networks above, of course, this distinction is irrelevant as the networks are symmetric,
but in general it is necessary to be careful to ensure that this ambiguity does not become a
problem.

An important example of building quantum logic gates out of networks is provided by the
Hadamard gate. There are many different ways of implementing this, but perhaps the most
useful approach is to relate the Hadamard to a 90◦ rotation. We have already considered a
90◦x rotation, and a 90◦y rotation can be described in much the same way:

90◦x =
1√
2

(
1 −i
−i 1

)
90◦y =

1√
2

(
1 −1
1 1

)
. (2.29)

From the form of the 90◦y operator it is obvious that it is closely related to a Hadamard,
and calculations show that the Hadamard is equivalent to a 180◦z operation followed by a 90◦y
operation, or to a 90◦−y followed by a 180◦z.

While experimentalists sometimes worry about how best to implement H, theoreticians
usually start from the other extreme and seek the smallest possible set of universal single
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qubit gates, which allows all possible single qubit gates to be implemented (strictly speaking,
to be approximated to arbitrary accuracy) using a network of gates from the basic set. A
key result is that the combination of the Hadamard gate and the small-angle phase gate
T =

√
S = 4

√
Z is universal.

2.7 Initialization and measurement

So far we have only considered unitary gates (gates that can be described by unitary matri-
ces), but some important gates are obviously not unitary. For example consider the clear
gate, which sets a qubit to the state |0⟩ whatever its initial state is; clearly this process
cannot be described by matrix multiplication. This might seem problematic, as evolution of
a quantum system under a Hamiltonian is always unitary, and it is not clear how a quantum
system can evolve other than in response to a Hamiltonian.

The solution to this quandary is that while a single isolated qubit can only undergo unitary
evolution, there isn’t really any such thing as an isolated qubit. The fact that we can use
control fields to alter the state of the qubit means that the qubit must have some interaction
with the rest of the world. It can be shown that non-unitary evolutions of a qubit can be
achieved by performing a unitary evolution on a composite system, comprising the qubit and
some environment, and then ignoring the state of the environment. A detailed analysis of
this process clearly requires an understanding of two qubit systems, and so is beyond the
scope of this chapter; for the moment it suffices to note that non-unitary operations can be
performed.

Another important non-unitary gate is the readout gate, which simply performs a
classical measurement of the state of a single qubit. A full discussion of what measuring
the state of a quantum system really means would very complicated, and we don’t yet
have a complete understanding, but fortunately it is easy to give an accurate mathematical
description of what the measurement process does to the quantum state. As usual we start
by considering a single qubit in a general state

|ψ⟩⟨ψ| =
(
α
β

)(
α∗ β∗) = (αα∗ αβ∗

βα∗ ββ∗

)
(2.30)

and then consider the state of the qubit after the measurement. Assuming we measure in
the computational basis we know that the result of the measurement will be either that the
qubit is in state |0⟩, or that it is in state |1⟩, and that after the measurement the qubit will
be found in the appropriate state. We also know that the probability of getting the result |0⟩
is given by |α|2 = αα∗, and the probability of getting the result |1⟩ is given by |β|2 = ββ∗.

We could choose to stop the discussion here, but it would be useful to be able to describe
the state of the system after the measurement in the language we have used before. We
don’t know what the state of the system is after the measurement, because we don’t know
what the result of the measurement! We can, however, make probabilistic statements about
it, and this is the way to proceed. Clearly the final state is a mixed state, with the form of
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equation (2.10), and can be written as

ρ = αα∗|0⟩⟨0|+ ββ∗|1⟩⟨1| (2.31)

= αα∗
(
1 0
0 0

)
+ ββ∗

(
0 0
0 1

)
(2.32)

=

(
αα∗ 0
0 ββ∗

)
(2.33)

showing that from a mathematical point of view the effect of a measurement is simply to zero
the off-diagonal elements of the density matrix. We can of course choose to measure the qubit
using some other basis, but this would simply make the process appear more complicated
without changing any fundamentals: a measurement of a single qubit in any basis can always
be achieved by using a measurement in the computational basis preceded and followed by
appropriate unitary transformations.

The dephasing process is sometimes called decoherence as the elements of the density
matrix which are lost are those which correspond to the system being in a coherent super-
position state. Decoherence is almost always the enemy of quantum information processing,
and great effort is expended attempting to control it. Here we simply note that the random
interactions between a quantum system and its environment have the same form as measure-
ments. Thus decoherence results from the environment measuring the state of the system,
and so the system must be well insulated from the surroundings if it is to exhibit interesting
quantum behavior.

2.8 Experimental methods

In the next three chapters we will consider methods for implementing unitary single qubit
logic gates in three experimental systems: trapped atoms and ions, nuclear and electron
spins, and single photons. These three examples have been chosen not just because of their
importance in current and possible future implementations of quantum information process-
ing, but also because many other experimental systems are broadly analogous to one of these
three. Methods for implementing the non-unitary processes corresponding to preparing ini-
tialisation and measurement will only be addressed very briefly; more detailed treatments of
these, together with methods for implement multi-qubit logic gates, can be found in parts II
and III.

Further reading

The definitive text on quantum information processing [NC00] is challenging, but some sec-
tions are quite straightforward and it is certainly worth a look. A wide range of intermediate
texts is now available [ERD03, LB06, SS08].



Chapter 3

An atom in a laser field

In this chapter we will use a succession of different methods to calculate the interaction
between an atom and the light field from a laser. We will see that the effect of the light is to
cause transitions between different energy levels in the atom, but that these transitions will
normally only occur if the frequency of the light is tuned to match the energy gap between
the levels

hν = ~ω = Ef − Ei (3.1)

so that the light is resonant with the transitions. All the methods used in this chapter
are semi-classical treatments, in which we treat the light field as a classical system; a brief
introduction to fully quantum approaches can be found in Appendix 9.2.

Atoms have an infinite number of energy levels, and might seem to be rather complex
systems, but the resonance condition means that our treatment of them can be greatly
simplified. In most cases it will be sufficient to consider a two level atom, which is assumed
to have a ground state |g⟩ and a single excited state |e⟩, and a laser field which is close
to resonance with this transition. Other transitions are far from resonance and so can be
ignored.

3.1 Time-dependent systems

Consider a quantum mechanical system with a Hamiltonian H0, which is subjected to a
time-varying perturbation δ(t). The total Hamiltonian of the system is then

H = H0 +H1(t). (3.2)

As usual the eigenstates of H0 form a complete set, and so we can write the wavefunction of
the system in this basis,

|ψ(t)⟩ =
∑
j

cj(t)|j⟩ (3.3)

with the time dependence of |ψ(t)⟩ arising from the time dependence of the coefficients. If
there was no perturbation present then these coefficients would still oscillate at their natural
frequencies,

cj(t) = cj(0)e
−iEjt/~, (3.4)

25
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and so it is useful to separate the time variation into that which would occur without the
perturbation, and any additional variation which can be ascribed to the perturbation. Thus
we write

|ψ(t)⟩ =
∑
j

dj(t)e
−iEjt/~|j⟩ (3.5)

with all the interesting behavior now found in the values of dj(t). Now we know from the
time-dependent Schrödinger equation that [i~ ∂/∂t − H0 − H1(t)] = 0, and applying this
operator to both sides of equation 3.5 gives

0 =
∑
j

(
i~ ḋj(t)− dj H1(t)

)
e−iEjt/~|j⟩ (3.6)

or ∑
j

i~ ḋj(t)e−iEjt/~|j⟩ =
∑
j

dj e
−iEjt/~H1(t)|j⟩. (3.7)

We can pick out the time-dependence of one of the coefficients, say dk, by taking the inner
product of ⟨k| with equation 3.7 giving

i~ ḋke−iEkt/~ =
∑
j

dje
−iEjt/~⟨k|H1(t)|j⟩ (3.8)

which can be written as
ḋk = −i

∑
j

dje
iωkjtH1

kj(t)/~ (3.9)

where ωkj = (Ek − Ej)/~ and H1
kj(t) = ⟨k|H1(t)|j⟩ are called the matrix elements of H1.

Note that this equation is exact, and is really just the time-dependent Schrödinger equation
in disguise.

3.2 Sudden jumps

As a first attempt at solving this equation, consider a really simple (indeed stupidly simple)
model system, namely a two level atom with a single electron which experiences an electric
field E for a time τ . The perturbation Hamiltonian is then

H1 = −µ ·E =

{
ezE 0 ≤ t ≤ τ

0 otherwise
(3.10)

where µ = −er is the dipole moment of the atom arising from the separation of the electron
and the nucleus, and the electric field direction has been taken as defining the z-axis. From
symmetry grounds it is obvious that

⟨g|H1|g⟩ = ⟨e|H1|e⟩ = 0 (3.11)

and we can choose to write

⟨g|H1|e⟩ = ~V ⟨e|H1|g⟩ = ~V ∗ (3.12)
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where the second result is deduced from the first by the fact that the Hamiltonian is Her-
mitian, although in this case V ∗ = V . Thus the time dependence of the coefficients is given
by

ḋe = −i dg eiω0tV (3.13)

ḋg = −i de e−iω0tV (3.14)

where ω0 = ωeg = −ωge corresponds to the energy gap between the ground and excited
states. These coupled differential equations can be solved by differentiating one equation with
respect to time and substituting the other equation into the result, to give a single second
order ordinary differential equation. The procedure is fairly straightforward but messy. It
is useful to start by considering the simplest case where the field is very strong, or the two
energy levels are almost degenerate, so that V ≫ ω0 and the exponential terms can simply
be ignored. The equations are now easy to solve; assuming the atom starts in the ground
state (so that dg = 1 and de = 0) the result is

dg = cos(V t), de = −i sin(V t). (3.15)

The effect of the sudden strong perturbation is to cause the system to make transitions from
the ground state to the excited state and back again: the amplitude of the excited state is
modulated sinusoidally at a rate given by V . The exact result has the same broad form:
assuming that the atom starts in the ground state then

de = −i

√
4V 2

4V 2 + ω2
0

sin

(
t
√

4V 2 + ω2
0

2

)
eiω0t/2 (3.16)

which reduces to equation 3.15 when ω0 → 0.
This sinusoidal modulation is called Rabi flopping and is also found in more realistic

treatments of transitions. Note that flopping will only occur at all if the perturbation connects
the two transitions, that is

V = ⟨e|H1|g⟩/~ ̸= 0, (3.17)

and is only efficient if V > ω0, where ~ω0 corresponds to the gap between the energy levels.
Thus a static field can be very effective at inducing transitions between degenerate energy
levels, but will have little effect on non-degenerate levels unless it is very strong. In this latter
case the field will cause transitions between many different pairs of levels, and the two level
atom assumption will not be valid. Indeed a sufficiently strong field will cause transitions to
unbound states, effectively tearing the atom apart. Fortunately there are more subtle ways
of inducing transitions.

3.3 Oscillating fields

A much more practical approach is to note that transitions can be induced by a small os-
cillating field, as long as the field is close to resonance with the desired transition. In many
texts this result is derived using time-dependent perturbation theory, but it is more insightful
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to begin with an analytic result. Consider a cosinusoidal oscillating electric field, with an
angular frequency ω = 2πν and intensity E ; this can be rewritten as the sum of two complex
fields

E(t) = E cosωt = 1
2
E
(
eiωt + e−iωt

)
(3.18)

and for the moment we will only consider the first term in this sum and will ignore the
counter-rotating component; justifications of this approach, which is called the rotating wave
approximation will be given below. The matrix elements of the perturbation Hamiltonian
are now given by

⟨g|H1|e⟩ = 1
2
~V eiωt (3.19)

⟨e|H1|g⟩ =
(
1
2
~V eiωt

)∗
= 1

2
~V e−iωt. (3.20)

Inserting these into equation 3.9 gives for the time-dependence of the coefficients

ḋe = −1
2
i dg e

i(ω0−ω)tV (3.21)

ḋg = −1
2
i de e

−i(ω0−ω)tV (3.22)

which are exactly our previous results, except that ω0 has now been replaced by ω0 − ω,
that is the difference between the frequency of the light and the resonance frequency of the
system, and the strength of the perturbation has been halved. In particular if the light is
exactly resonant with the transition, so that ω0 − ω = 0, then the simple results

dg = cos(V t/2), de = −i sin(V t/2) (3.23)

are recovered. Thus Rabi flopping can be induced by a weak field oscillating in resonance
with a transition. The populations of the ground and excited states are given by

Pg = cos2(V t/2) = 1
2
[1 + cos(V t)] (3.24)

Pe = sin2(V t/2) = 1
2
[1− cos(V t)] (3.25)

and are sinusoidally modulated at a frequency V t, called the Rabi frequency.
Note that the Rabi frequency refers to the rate of modulation of the populations, not the

probability amplitudes, which are modulated at half this frequency. This can be seen as an
example of spinor behavior: when a spin is coherently rotated from its ground state through
an excited state and back to the ground state again its wavefunction picks up a sign of −1.
There is also considerable variation among (and even within) textbooks as to whether V is
taken as the strength of the oscillating field (as used here), or as the strength of the rotating
field; this leads to minor variations in equations, and in particular in the formula for the Rabi
frequency. Similarly some authors incorporate a factor of ~ into V rather than separating it
out as done here.

This method can, of course, also be used to calculate the effects of off-resonance excitation,
and the key results are implied above. However more insight into this problem can be gained
by using the rotating frame transformation and the vector model, which will be discussed in
the next chapter. Although the discussion there is formally concerned with spins in magnetic
fields, the results can, of course, be applied to any other two level quantum system.
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3.4 Time-dependent perturbation theory

Two approximations were made in deriving the previous result: firstly that we can treat the
system as a two level atom, and secondly that the counter-rotating component can be ignored.
This seems reasonable in the light of the final result: as the counter-rotating component is
far from resonance it will not be effective at inducing Rabi flopping unless the field is very
strong. Furthermore, since the light will only induce transitions at frequencies close to ω it
seems reasonable to ignore all other excited states. It might, however, be argued that this
proof is circular, since the final result is assumed at the start!

To make a more rigorous argument it is necessary to return to equation 3.9, which is
exact. We could solve this fairly easily for a two level atom, but with an n level system we
will end up having to solve an nth order differential equation. Furthermore, this equation
will become extremely complex unless the form of the time-varying perturbation is extremely
simple. To make further progress we will have to make approximations from the start, and
if the perturbation is small then it makes sense to use a power series in H1(t).

Consider a multi-level atom, and suppose that the system begins in some initial state |i⟩
and we wish to obtain the amplitude of the system making a transition to some final state |f⟩.
The zero order result is obtained by ignoring the perturbation completely (effectively setting
H1 = 0), and substituting this into equation 3.9 gives the trivial result that the coefficients
do not evolve. The first order result is then obtained by using the zeroth order wavefunction
(that is, the unperturbed coefficients) with the first order Hamiltonian, giving

ḋf = −ieiωfit⟨f |H1(t)|i⟩/~. (3.26)

(Note that at small times after the perturbation is first applied all the coefficients will be
close to zero, except for di which will remain close to one). The solution is

df (t) = − i

~

∫ t

0

eiωfit
′⟨f |H1(t′)|i⟩ dt′. (3.27)

where t′ is just a dummy variable for the integration and we have assumed that ⟨i|H1|i⟩ = 0
as before.

This integral is, of course, a Fourier transform, suggesting that the process will be sensitive
to components of H1(t) oscillating near the frequency ωfi. Furthermore, because the Fourier
transform is linear the total effect of applying several different perturbations is simply the
sum of the effect of the individual perturbations. In particular it is possible to treat an
oscillating perturbation as the sum of two counter-rotating perturbations, equation 3.18, and
it is possible to treat any perturbation as a sum of oscillating terms. For a single oscillating
term with angular frequency ω the solution is

df (t) = − i

~

∫ t

0

ei(ωfi−ω)t′~V (ω) dt′ = −iV (ω)×
[
ei(ωfi−ω)t′

i(ωfi − ω)

]t
0

(3.28)

= −iV (ω)ei(ωfi−ω)t/2t sinc[(ωfi − ω)t/2] (3.29)

where sinc(x) = sin(x)/x. The sinc function arises naturally whenever a Fourier transform is
taken of an oscillation with a finite extent, and can be considered as measuring the uncertainty
in the frequency of the oscillation.
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First, consider the case when the oscillation is exactly resonant with the transition, so
that ωfi − ω = 0. Since sinc(0) = 1 equation 3.29 reduces to

df (t) = −iV t. (3.30)

For short times
sin(V t) ≈ (V t) (3.31)

and this result is identical to the previous result for a two level atom, equation 3.15. At longer
times the treatment breaks down, as it is no longer reasonable to assume that di is always
one. This can be overcome by using higher orders of perturbation theory: the conceptually
simplest method is to feed the first order wavefunctions back into the algorithm to obtain
second order wavefunctions, and so on, giving series expansions of the underlying sine and
cosine modulations.

Equation 3.29 can also be used to look at the effects of excitation away from resonance.
This will be identical to excitation on-resonance, except that the strength of the interaction
is scaled down by sinc[(ωfi − ω)t/2]. Clearly the effect will be very small unless ω is close
to resonance, justifying our previous decision to use the two-level atom model and to ignore
the counter-rotating component of the excitation field. More interestingly, this result shows
that excitation becomes more “choosy” as time goes on; this is not particularly surprising,
however, as it simply reflects the fact that the frequency of an oscillation becomes better
defined as it is observed over a long period.

3.5 Rabi flopping and Fermi’s Golden Rule

The treatment above looks good, but clashes with common experience. Consider the effect
of on-resonance excitation, equation 3.30, and calculate how the population of the final state
varies with time. Since Pf = |df |2 this is given by

Pf (t) = V 2t2 (3.32)

so the degree of excitation varies quadratically with time, or, equivalently, the rate at which
transitions occur increases linearly with time. In fact, however, the excited state population is
often observed to grow linearly with time, so that the transition rate is constant. Fortunately
this apparent discrepancy is easily explained. So far we have assumed that the energy levels
of an atom are perfectly sharp, so that any transition has a single exact frequency, but this is
quite untrue. Every excited state of an atom has a finite lifetime (limited by the spontaneous
emission lifetime), and so has a corresponding uncertainty in its energy; thus the frequency
of a transition is not in fact well defined! It is, therefore, usually necessary to integrate the
transition probability over the whole range of transition frequencies, and when this is done
it is found that

Pf (t) ∝ V 2t (3.33)

in agreement with naive expectations. A detailed derivation of this result can be found in
many standard texts.
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Which then is right? Does light cause an atom to undergo Rabi flopping, or does excitation
follow Fermi’s Golden Rule? This question can be considered from the point of view of theory
and from that of experiment.

The essential reason underlying the linear behavior in equation 3.33 is easy to understand.
As previously noted, the system becomes increasingly choosy about whether or not to make
a transition as time goes on, and the increasing fussiness counteracts the intrinsic tendency
of the transition rate to grow, resulting in a constant transition rate overall. This effect
is only important, however, for times which are long in comparison with the inverse of the
width of the transition; in effect this means times which are long in comparison with the
lifetime of the excited state. The time for which the light is applied will obviously depend
on the time it takes to have a significant effect, which is conveniently parameterized by
the oscillation frequency in equation 3.15. We can thus distinguish two extreme regimes of
behavior, depending on V and the state lifetime τ :

1. Strongly driven transitions: V τ ≫ 1. In this case the system undergoes Rabi oscil-
lations between the ground and excited state. This case is sometimes called coherent
control, and is suitable for quantum information processing experiments.

2. Weakly driven transitions: V τ ≪ 1. In this case the system obeys Fermi’s Golden
Rule and a constant transition probability is observed. The long term behavior of the
system is described by rate equations.

For transitions at optical frequencies, the lifetimes of the excited state are usually fairly short,
and transitions are usually weakly driven, although it is possible to observe Rabi oscillation
behavior, either by using very high power lasers, or by artificially suppressing spontaneous
decay (this can be achieved by placing the atom is a high finesse optical cavity, so that the
system can only emit photons into the resonant modes of the cavity). Thus direct optical
transitions are not normally suitable candidates for coherent quantum control. The obvious
solution is to use transitions to a low lying quantum state, so that the transitions occur at
much lower frequencies. There are, however, two problems with this approach.

Firstly, most transitions from the ground state to low lying excited states are forbidden,
that is the matrix element for the transition H1

eg = 0. Although working out the exact matrix
element connecting two states for a given perturbation is quite complicated, it is relatively
simple to list selection rules which determine whether it is zero (a forbidden transition)
or non-zero (an allowed transition). So far we have been considering transitions induced
by the interaction between the electric field of light and the electric dipole moment of an
atom, and so it is more accurate to state that most transitions from the ground state to low
lying excited states are electric dipole forbidden. It is, of course, possible to find many low
frequency transitions between pairs of excited states which are electric dipole allowed, but
in this case both states will be broadened by spontaneous emission, and the possibility of
coherent control is further suppressed.

A second problem is that low frequency light has a long wavelength, and this makes
it difficult to focus. For quantum information processing it is usually necessary to excite
one atom without exciting another similar atom which is physically close by. Such selective
excitation can only be achieved if the light can be focused down to a spot which is small
compared with the separation of the atoms, and this spot size is limited by the wavelength of
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the light. For visible light this resolution limit will be around 1µm, but for 1GHz radiation
the limiting separation will be around 1m.

3.6 Raman transitions

The solution to both these problems is to use Raman transitions to connect two low lying
energy levels. Many textbooks do not discuss Raman transitions at all, and many of the rest
only discuss the Raman effect used in spectroscopy, rather than coherent Raman transitions.
Fortunately the basic idea is easy to understand. (For a slightly more detailed treatment see
Appendix 9.3.

Consider a system with three energy levels, |g⟩ and |e⟩, which form the basis of our qubit,
and an additional level |a⟩. We will assume that transitions between |g⟩ and |e⟩ are forbidden,
but that both of these can make transitions to |a⟩. Suppose the system is illuminated by two
lasers, one in resonance with each of the two allowed transitions. The result of this process
will be a complicated evolution of the system between the three states, with transfers from
|g⟩ to |e⟩ occurring via the additional state |a⟩. This (in principle) solves the problem of
making forbidden transitions, but is not an effective solution for two reasons. Firstly, the
system cannot go from |g⟩ to |e⟩ without passing through |a⟩, and thus we no longer have a
proper two level system, and secondly it remains hard to drive the system strongly enough
that Rabi behavior occurs.

The solution is to tune both lasers away from the frequencies of the two allowed transition
by the same amount, so that the energy difference between photons in the two beams still
matches the energy gap between |g⟩ and |e⟩. The remarkable result is that although the two
allowed transitions no longer occur, Rabi flopping occurs for the forbidden transition between
|g⟩ and |e⟩. This is an example of a two photon process: in effect a photon is absorbed from
one laser beam, while the other beam stimulates the emission of a second photon. The
transition is sometimes described as occurring via a virtual state, but in fact occurs via off-
resonance interactions with the (real) state |a⟩. Because these transitions are off-resonance
the Rabi frequency is scaled down from its naive value Ω by a factor Ω/∆, where ∆ is the
frequency offset from resonance, but this is not a major problem. An important advantage
is that the system can be driven strongly, as the relevant state lifetimes (τ , see the previous
section) are those of |g⟩ and |e⟩; the lifetime of the additional state |a⟩ is irrelevant as this
state is never populated! Raman transitions provide an almost ideal solution to the problem
of inducing Rabi transitions between atomic energy levels, and very commonly used.

3.7 Rabi flopping as a quantum gate

The underlying Hamiltonian describing Rabi flopping, whether achieved directly with reso-
nant radiation or indirectly with Raman transitions, can be written as

H = ~×
(

0 Ω/2
Ω/2 0

)
= ~Ω σx/2 (3.34)
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where Ω is the Rabi frequency. Neglecting global phases, the corresponding propagator is

U =

(
cos(Ωt/2) −i sin(Ωt/2)

−i sin(Ωt/2) cos(Ωt/2)

)
. (3.35)

This propagator has already been examined in some detail, but it can be viewed in a quite
different way, namely as the nth-power-of-not quantum logic gate, with n = Ωt/π. When
Ωt = π (a π-pulse, or 180◦ pulse) we get a not gate, which interconverts |0⟩ and |1⟩, while
a 90◦ pulse produces equally weighted superpositions of |0⟩ and |1⟩.

3.8 Ramsey fringes

Ramsey fringes occur when two 90◦ pulses are applied to a two level quantum system, sep-
arated by a time period during which the system is allowed to undergo free evolution. The
overall result is a oscillation with a frequency depending on the energy gap between the two
levels of the system. Here we will show how this situation can be analyzed using a gate
network.

The details of the analysis depends on the exact form of the 90◦ pulses, and in particular
what phase they have. The simplest situation occurs when they can be treated as Hadamard
gates; as shown in section 2.6 these are closely related to 90◦ pulses. Next we must consider
how to represent the period of free precession, during which the system evolves under the
background Hamiltonian. Working in the rotating frame this takes the form

H̃ =

(
1
2
~δ 0
0 −1

2
~δ

)
= ~δσz/2 (3.36)

and so the propagator describing the evolution is

U = exp(−iHt/~) = exp(−iδt σz/2) = cos(δt/2)σ0 − i sin(δt/2)σz (3.37)

where the last step is based on equation 2.14.
The experiment can now be described by a gate network, and using the linearity of matrix

operations
HUH = cos(δt/2)Hσ0H− i sin(δt/2)HσzH. (3.38)

This expression can be simplified using Hσ0H = H2 = σ0 and HσzH = σx to obtain

HUH = cos(δt/2)σ0 − i sin(δt/2)σx = exp(−iδt σx/2) (3.39)

showing that the overall effect of the sequence is to perform Rabi flopping at a frequency
which depends on the internal frequency, δ = (E1 − E0)/~, of the system.

So why is this experiment known as Ramsey fringes? Suppose that the system starts off
in the ground state |0⟩, and after a time t we measure the state in the computational basis.
The probability that the system is still in the ground state is then cos2(δt/2). In otherwise
the signal is time-modulated, and this time modulation takes exactly the same form as the
spatial modulation seen in a two-slit experiment.

Now consider the more general case, when the two pulses are arbitrary 90◦ pulses. A
detailed analysis shows that the results are just the same, but that the phase of the fringes
is shifted, with the phase angle depending on the relative phase of the two pulses; the case
described previously is recovered when the phases of the two pulses are 180◦ apart.
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3.9 Measurement and initialisation

Measuring the quantum state of an atom or ion is in principle relatively straightforward, as
it is possible to make transitions to states separated in energy by quite large energies (several
eV), and these transitions can be detected, for example by detecting photons emitted by
fluorescence. The process can become quite complex, and is explored in more detail in
section ??. Preparing atoms in desired initial states is also straightforward in principle as
the energy gaps involved may be large enough to allow direct cooling to the ground state
at reasonable temperatures. In many cases, however, the qubit is implemented using two
hyperfine levels of the ground state, and in this case it is necessary to use more sophisticated
approaches based on optical pumping, as described in section ??.

Further reading

The theory of Rabi flopping and time dependent perturbation theory, including Fermi’s
golden rule, is well covered in standard texts on quantum mechanics [Gas03, BS10] and
atomic phyiscs [BKD04, Foo05]. The definitive text [CTDRG92] is extremely challenging at
this level.



Chapter 4

Spins in magnetic fields

Spins in magnetic fields provide one of the simplest and most natural physical systems for
implementing quantum bits; indeed the relationship between a spin and a qubit is so close
that the terms are sometimes used interchangeably. Experimental spin physics is not often
studied in physics courses, which is a pity, as it provides one of the simplest examples of
coherent quantum control available. The treatment is essentially identical to that of two
level atoms in laser fields, except that transitions can almost always be treated as strongly
driven. The language traditionally used to describe spin systems is, however, quite different
from that used to describe atomic transitions.

4.1 The nuclear spin Hamiltonian

Just like electrons, atomic nuclei possess an intrinsic angular momentum, called spin. This
arises from the coupling between the intrinsic spins of the protons and neutrons making up
the nucleus. A nucleus with spin quantum number I has spin angular momentum ~I and an
associated magnetic moment µ, given by

µ = γ~I (4.1)

where γ is called the gyromagnetic ratio of the nucleus, and is in some sense analogous to
the Landé g-value of an electron in an atom. Although it is in principle possible to calculate
these properties from first principles, for most purposes it is usually best to treat the details
of nuclear spins as experimentally measured quantities.

If the spin is placed in a magnetic field B then the interaction between the magnetic
moment and the field is described by the Zeeman Hamiltonian

H = −µ ·B (4.2)

and the standard convention is to orient the z-axis along the magnetic field, so that

H = −µzB = −~γBIz = −~ωLIz (4.3)

where Iz is the projection of I onto the z-axis and ωL is called the Larmor frequency. As this
is a quantum mechanical system, Iz cannot taken any value, but only those values between

35
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−I and I in integer steps. The simplest situation is when I = 1
2
(a spin-1

2
nucleus), in which

case there are only two possible values, Iz = ±1
2
. The most important example of a spin-1

2

nucleus is the hydrogen (1H) nucleus, but several others exist, most notably 13C, 15N, 19F
and 31P.

The effect of a magnetic field on a spin-1
2
nucleus is to split apart the two spin states,

with a splitting ~ωL, and these two energy levels provide an obvious implementation of a
qubit. There is enormous variation in the notation used to describe these two spin states
in the literature. Two relatively common notations are to call the spins states α and β, or
to call them spin-up (↑) and spin-down (↓), but as usual we will avoid these arguments by
calling the two states |0⟩ and |1⟩ or |g⟩ and |e⟩. Note that in this case the system really does
have only two levels, and so we do not need to make a two-level approximation.

The transitions between these two spin state are electric dipole forbidden, as they violate
the electric dipole selection rule ∆S = 0, but they can be induced by magnetic fields. Another
way of looking at this is that the electric field matrix element ⟨1|E|0⟩ = 0, while the magnetic
field matrix element ⟨1|B|0⟩ will be non-zero as long as the magnetic field is not parallel to
the z-axis. Thus if a strong magnetic field is suddenly applied at right angles to the main
magnetic field then transitions between the two spin states will occur. More realistically,
the same effect can be achieved by applying an weak oscillating magnetic field as long as it
oscillates in resonance with the transition, that is at the Larmor frequency.

4.2 The rotating frame

These transitions can be treated using exactly the same techniques as we used previously to
study transitions in a two level atom, but it is more common to use a subtly different (though
ultimately equivalent) approach, based on transforming the problem into a rotating frame.
Consider a general wavefunction |ψ⟩, which we choose to write as

|ψ⟩ = U |ψ̃⟩ (4.4)

where U simply describes the transformation between two different bases which can be used
to describe the wavefunction Note that

|ψ̃⟩ = U−1|ψ⟩ = U †|ψ⟩ (4.5)

where we have used the fact that basis-state transformations are unitary. If we transform
the wavefunction into a new basis then we must also transform the Hamiltonian, and this
transformation can be worked out using the time-dependent Schrödinger equation

i~
∂

∂t
|ψ⟩ = H|ψ⟩. (4.6)

In the transformed basis

i~
∂

∂t
|ψ̃⟩ = i~

∂

∂t

(
U †|ψ⟩

)
(4.7)

= i~
[
U † ∂

∂t
|ψ⟩+

(
∂U †

∂t

)
|ψ⟩
]

(4.8)

=

[
U †H + i~

(
∂U †

∂t

)]
|ψ⟩. (4.9)
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Using equations 4.4 and 4.6 gives

i~
∂

∂t
|ψ̃⟩ =

[
U †HU + i~

(
∂U †

∂t

)
U

]
|ψ̃⟩ = H̃|ψ̃⟩. (4.10)

and so the transformed Hamiltonian has the form

H̃ =

[
U †HU + i~

(
∂U †

∂t

)
U

]
. (4.11)

The first term in the transformed Hamiltonian is simply the obvious transformation of H into
the new basis, but the second term is more subtle. This term is zero for fixed transformations,
and corresponds to a fictitious energy, which is analogous to the fictitious forces which arise
in classical mechanics when working in accelerating frames.

To take a concrete example, consider a spin-1
2
particle in a static magnetic field along the

z-axis and experiencing an oscillating magnetic field at right angles. This oscillating field
can be achieved by using the magnetic component of an appropriate electromagnetic field
oscillating at the resonance frequency, which corresponds to radio-frequency radiation. Thus
the Hamiltonian can be written in matrix form as

H =

(
−1

2
~ω0 ~V cosωt

~V cosωt 1
2
~ω0

)
(4.12)

where we have used |g⟩ and |e⟩ as our basis states and have chosen to place the energy zero
half way between our two states. We then choose the transformation

U =

(
eiωt/2 0
0 e−iωt/2

)
(4.13)

which corresponds to using basis states which rotate in synchrony with one component of
the oscillating field. Applying equation 4.11 the Hamiltonian in this new frame is

H̃ =

(
1
2
~(ω − ω0) ~V cos(ωt)e−iωt

~V cos(ωt)eiωt −1
2
~(ω − ω0)

)
. (4.14)

Next we define the detuning as δ = ω − ω0 and separate the oscillating term into two
counter-rotating terms. Finally we apply the rotating wave approximation as before, and
simply ignore the rapidly varying terms. Thus to a good approximation

H̃ =

(
1
2
~δ 1

2
~V

1
2
~V −1

2
~δ

)
. (4.15)

It is important to remember that although this result has been derived for the case of a spin
in a magnetic field, the method is entirely general, and an identical result could have been
derived for an atom in a laser field: all two level quantum systems (qubits) are basically the
same.

Note that the rotating wave approximation is not quite so good in this case as it was for
transitions between atomic energy levels as the frequencies involved are much lower. Careful
calculations indicate that the counter-rotating component gives rise to a small shift in the
transition frequencies known as a Bloch–Siegert shift. This is an example of a more general
phenomenon called the AC Stark shift.
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4.3 On-resonance excitation

As usual the simplest case occurs when the excitation is on-resonance, so that δ = 0 and the
Hamiltonian in the rotating frame is

H̃ =

(
0 1

2
~V

1
2
~V 0

)
(4.16)

which is clearly related to one of the Pauli matrices, that is

H̃ = 1
2
~V σx. (4.17)

We can calculate the evolution under this Hamiltonian by using the method of propagators,
described in section 1.10, to get

Ũ = exp(−iH̃t/~) = exp(−iθσx) (4.18)

where θ = V t/2. Now we have previously derived a formula for the matrix exponential of σx
(equation 2.14), and so know that

Ũ =

(
cos(V t/2) −i sin(V t/2)

−i sin(V t/2) cos(V t/2)

)
. (4.19)

If the system starts off in the ground state |g⟩ then the state at later times is given by

ψ̃ = Ũ

(
1
0

)
=

(
cos(V t/2)

−i sin(V t/2)

)
(4.20)

in complete agreement with equation 3.23.
None of this should be surprising: it is all exactly as expected from the discussion in

sections 2.4 and 3.7 where we considered how to implement quantum logic gates, and showed
that a not gate could be implemented by applying a Hamiltonian proportional to σx for an
appropriate time. A not gate interconverts |0⟩ and |1⟩, which is exactly what occurs in Rabi
flopping.

4.4 Excitation phases

We have seen that resonant radiation can be used to produce a Hamiltonian proportional to
σx, but in order to implement general single qubit gates it is useful to be able to implement
Hamiltonians proportional to σy. This can be achieved by simply altering the phase of the
radiation, so that the perturbation takes the form ~V cos(ωt+ ϕ). The overall Hamiltonian
can then be written as

H̃ =

(
0 1

2
~V [ei(ωt+ϕ) + e−i(ωt+ϕ)]e−iωt

1
2
~V [ei(ωt+ϕ) + e−i(ωt+ϕ)]eiωt 0

)
(4.21)

(where we have assumed the radiation is applied on-resonance) and making the rotating wave
approximation as usual gives

H̃ =

(
0 1

2
~V eiϕ

1
2
~V e−iϕ 0

)
= 1

2
~V (σx cosϕ+ σy sinϕ). (4.22)
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Thus by appropriate choice of ϕ we can generate Hamiltonians proportional to σx, or σy, or
at any angle between them. If we take the case ϕ = π/2, so that H̃ ∝ σy, then the evolution
propagator is

Ũ =

(
cos(V t/2) − sin(V t/2)
sin(V t/2) cos(V t/2)

)
(4.23)

and the system undergoes Rabi oscillations at the same frequency as before. If only popu-
lations are considered then the phase of the radiation has no effect, but if the amplitudes of
the two states are considered then the phase is important. Of course the absolute phase of an
oscillation is largely meaningless, with only the relative phase of two oscillations being well
defined in most cases. Thus it is not possible to define an absolute phase for a single Rabi
pulse, but it is possible to define a relative phase for two or more pulses. This was briefly
explored in the discussion of Ramsey fringes in section 3.8.

4.5 Off-resonance excitation

Next we consider the case when the radiation is not quite in resonance with the transition
frequency, so that the Hamiltonian takes the general form, equation 4.15. The propagator is
then

Ũ = exp

[
−i×

(
δ/2 V/2
V/2 −δ/2

)
× t

]
(4.24)

and brute force calculation (using a symbolic mathematics program is a great help with
calculations of this kind) gives the result

Ũ =

(
cos(Ωt/2)− i(δ/Ω) sin(Ωt/2) −i(V/Ω) sin(Ωt/2)

−i(V/Ω) sin(Ωt/2) cos(Ωt/2) + i(δ/Ω) sin(Ωt/2)

)
(4.25)

where Ω =
√
V 2 + δ2. Note that on-resonance δ = 0 and Ω = V , and our previous results

are recovered. Off-resonance, we see that the frequency of the Rabi oscillations is increased,
so that Ω > V , but the efficiency is reduced, so that |0⟩ cannot be completely converted to
|1⟩.

Seen from the conventional point of view, off-resonance excitation is a bad thing, but from
the viewpoint of quantum control it provides a direct route to other quantum logic gates.
The most important example occurs in the case when V = δ, so that Ω =

√
2V . Choosing t

such that Ωt/2 = π/2 gives

Ũ = −i×

(
1√
2

1√
2

1√
2

−1√
2

)
(4.26)

which (neglecting an irrelevant global phase) is the Hadamard gate, one of the most important
single qubit logic gates. However it is usually simpler in practice to consider only on-resonance
excitation, and to construct gates such as the Hadamard using gate networks as described in
section 2.6.
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4.6 Practicalities

Spins in magnetic fields are, in some sense, a more naturally quantum mechanical system
than atoms in a laser field. The reason for this is not any fundamental property of the
two systems, but simply a matter of practicalities. The most important difference is that the
transitions between nuclear spin energy levels occur at very much lower frequencies. It is also
possible to use electron spins as qubits, and the basic techniques are very similar. Electron
transitions usually occur at much higher frequencies than nuclear transitions, as electrons
have a much larger magnetic moment, but the frequencies are still very low compared with
direct atomic transitions.

It is obvious from section 4.1 that nuclear spin transition frequencies depend both on
the magnetic field strength used and on intrinsic properties of the nuclei. The largest static
magnetic fields available to us are around 20T, and the most sensitive of the stable nuclei
is 1H (hydrogen), for which transitions frequencies in the range up to 1GHz are found,
corresponding to the radio-frequency (RF) portion of the spectrum. Most studies of 1H take
place at frequencies in the range 400–800MHz, and studies of other nuclei (except for 19F
and the dangerously radioactive nucleus 3H) take place at significantly lower frequencies.

There are two principal advantages of working with RF frequencies. The first is that
spontaneous emission rates at these low frequencies are completely negligible, and so it should
be easy to reach the coherent control region. The second advantage is that RF radiation is
extremely easy to generate and control. While experimentalists working with lasers have to
work hard to control the frequency, amplitude and phase of laser light, any desired RF pattern
can be obtained simply by asking a computer to generate it. For this reason coherent control
of nuclear spins has flourished for decades under the name of nuclear magnetic resonance or
NMR.

There are, however, two major disadvantages of working with RF. The first is that the
wavelength of RF radiation is so large that spatially selective excitation is essentially im-
possible, as discussed previously. The second is that the energy of RF photons is so small
that it is virtually impossible to detect single photons. Both of these problems have major
consequences for the use of NMR as an implementation of quantum information processing.

4.7 The vector model

There is another way of looking at spins in magnetic fields, usually called the vector model,
which was developed by Bloch and is very widely used in the field of NMR. This is an entirely
classical method for thinking about the situation, but as a consequence of Ehrenfest’s theorem
it does give an accurate description of a single isolated spin. By the obvious extension it can
also be used to describe any other single qubit system.

We have already seen that the state of a spin can be represented as a Bloch vector,
pointing from the origin to an appropriate point on the Bloch sphere. The vector model
represents a spin by a classical magnetic moment pointing along this vector. If the spin is
placed in a magnetic field along the z-axis then it will precess around the field, at the Larmor
frequency, which depends on the strength of the magnetic field and the size of the magnetic
moment. This process corresponds perfectly with the way in which the two basis states |0⟩
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and |1⟩ pick up a relative phase shift at the Larmor frequency.
The effect of resonant RF fields can be treated in much the same way. The oscillating

magnetic field component is divided into two counter-rotating components in the xy-plane,
one of which rotates around the field in the same direction and at the same rate as the spin.
If we transform into a rotating frame which also goes round in the same way then both the
magnetization and the RF field component will appear to be static in the xy-plane (the exact
position depending on the phase of the RF). The situation now looks just like a magnetic
moment in a normal magnetic field, and the spin will precess around the RF field component
(which is along, say, the x-axis) at a rate which depends on its strength. It is also clear why
the counter-rotating component can be ignored: this is moving so fast that the spin sees it
as a rapidly fluctuating field which almost entirely cancels out.

One might ask what has happened to the main magnetic field in this picture. The long
answer is that the rotating-frame transformation is an example of a gauge transformation,
which results in a gauge field, in this case a fictitious magnetic field which exactly cancels
the main field. The short answer is that since the spin does not precess around the field
direction in the rotating frame, then the field cannot be there!

The vector model can also be used to model off-resonance excitation. In this case the
frame rotates at the RF frequency, not the Larmor frequency, and so the spin is not quite
static. This means that the fictitious field does not quite cancel the main field, and a small
residual magnetic field remains. The total field experienced by the spin is then the vector sum
of the residual field along z and the excitation field along x, and the spin precesses around
this vector sum. This sum is longer than the excitation field, and so the precession frequency
(Rabi frequency) is increased, but it is tilted away from the xy-plane, so that precession will
no longer drive the spin from the +z to the −z axis (from |0⟩ to |1⟩).

Finally, as always, it is important to remember that the vector model is not peculiar
to the description of nuclear spins, although that is where it is most frequently used. The
underlying nature of any two level quantum system interacting with a radiation field is
basically the same, and so all these ideas can equally well be applied to atoms in laser fields.
This approach ultimately leads to the optical Bloch equations, which are analogous to the
Bloch equations used to describe the vector model in NMR systems.

4.8 Spin echoes

We have already analyzed spin echoes as quantum networks in section 2.6, but it is interesting
to look at them using the vector model. Suppose we have a spin which starts along the x-axis,
and we allow it to precess at its own Larmor frequency ω for a time t; this will cause it to
rotate around the xy-plane through an angle ϕ = ωt. Next we apply a not gate, which is a
180◦ rotation around the x-axis. This leaves the spin within the xy-plane, but moves it to
a position with angle −ϕ. After precessing at the same rate ω for another period t the spin
is once more found along the x-axis. The second not gate has no effect in this case, and so
the overall effect is that the spin ends the sequence precisely where it started.
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4.9 Measurement and initialisation

Measurement an initialisation are extremely challenging problems in NMR quantum infor-
mation processing, as a consequence of the low energy scale of NMR transitions (a 1GHz
transition corresponds to an energy of only about 4µeV). Cooling a nuclear spin into its
ground state is, therefore, entirely impractical in the liquid state where most NMR experi-
ments are performed (it is more practical in the solid state, especially if electron spins are
used instead). Detecting a single photon corresponding to an NMR transition is clearly ex-
tremely challenging, and the very long lifetimes of excited states against spontaneous emission
means that detecting fluorescence is completely impractical. Instead NMR experiments use
large ensembles of spins to magnify the signal, and detecting this signal is a largely classical
process. The implications of this for NMR quantum computing are explored in Part II.

Further reading

The definitive textbook on NMR [EBW87] is rather complex, but many simpler texts are
available [Gol88, Hor95, Fre98, HJW00, Lev01]. These texts are largely concerned with
applications of NMR in the liquid state, which is where most current NMR implementations
of quantum information processing can be found, but there are also excellent textbooks on
NMR in the solid state [Abr83, Sli89], and on Electron Spin Resonance (ESR) [SJ01].
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Photon techniques

Here we discuss methods for realizing quantum information processing with photons. The
approach used here differs greatly from that used for atoms and spins, in that the the qubit
is not mapped onto two distinct energy levels, but rather onto spatial or polarization degrees
of freedom. (Note that to represent a qubit it is only necessary to use two orthogonal states;
they do not need to have different energies.)

In spatial mode encoding, two orthogonal direction or momentum modes a and b are
chosen to represent the qubit states |0⟩ and |1⟩, while in polarization encoding the qubit
is encoded in the photon polarization, for example using |H⟩ (horizontal polarization) to
represent |0⟩ and |V ⟩ (vertical polarization) to represent |1⟩. In both cases single qubit
gates can be implemented by linear optical elements, and both forms are commonly used in
current experiments. Indeed, since every photon has both spatial and polarization degrees of
freedom, many experiments are based on hybrid encoding, using the two encoding methods
sequentially, converting between them when necessary, or even simultaneously.

5.1 Spatial encoding

If two spatial paths impinge on a beam splitter (BS) then this realises a single qubit gate by
changing the amplitudes in the two paths. For instance a simple 50/50 beam splitter maps
an input state

|ψ⟩in = α|0⟩in + β|1⟩in (5.1)

onto the output state

|ψ⟩out =
α+ β√

2
|0⟩out +

α− β√
2

|1⟩out = H|ψ⟩in (5.2)

which realizes a Hadamard gate. For general beam splitters the transformation is described
by the matrix

BS(ξ, ϕ) =

(
cos ξ eiϕ sin ξ

e−iϕ sin ξ − cos ξ

)
(5.3)

where cos2 ξ and sin2 ξ are the reflectivity and transmitivity of the beam splitter, respectively.
The simple 50/50 beam splitter then corresponds to BS(π/4, 0) =H. The value of ϕ is the

43
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phase shift experienced on transmission through the beam splitter, and is similar to the phase
gate discussed next.

A single qubit phase gate Φ is implemented by putting a slab of transparent medium with
refractive index n and length L into the path of one spatial mode, say |1⟩. This causes a
phase shift ϕ = (n1−n0)Lω/c0 with respect to the second arm, which we assume to be in air
where the refractive index is n0 and the speed of light c0. This maps the qubit wave function
according to the truth table

|0⟩in → |0⟩out |1⟩in → eiϕ|1⟩out (5.4)

and choosing ϕ = π/4 gives the phase gate T. As the logic gates T and H are universal for
single qubit logic gates these two linear optical elements allow the realization of all single
qubit operations.

5.2 Interferometry

We can now interpret the familiar setup of a Mach-Zehnder interferometer in terms of single
qubit gates. The interferometer consists of a 50/50 beam splitter, followed by a phase shifter
Φ in one arm, and then a second 50/50 beam splitter. This maps the input state |ψ⟩in onto

|ψ⟩out = HΦH|ψ⟩in (5.5)

which in matrix form is given by

|ψ⟩out =
1

2

(
1 1
1 −1

)(
1 0
0 eiϕ

)(
1 1
1 −1

)(
α
β

)
(5.6)

and gives

|ψ⟩out = eiϕ/2
(

cos(ϕ/2)α− i sin(ϕ/2)β
−i sin(ϕ/2)α+ cos(ϕ/2)β

)
. (5.7)

Note that the phase shifter can be written as

Φ = eiϕ/2 [cos(ϕ/2)1− i sin(ϕ/2)σz] (5.8)

and so using HσzH= σx gives

HΦH = eiϕ/2 [cos(ϕ/2)1− i sin(ϕ/2)σx] (5.9)

as usual.

5.3 Polarization encoding

In polarization encoding single qubit gates are implemented using birefringent wave plates,
which can act as both polarization rotators and polarization phase shifters. Birefringent
materials are optically anisotropic, and the refractive index depends on the direction of prop-
agation and the polarization of the light wave with respect to the crystal axes. The simplest
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case occurs for uniaxial materials such as calcite, where the optical properties are different
along one of the three axes, called the extraordinary axis. If light propagates along this
direction, also called the optic axis, then the refractive index is independent of polarization,
and no special behaviour is observed. Suppose, however, that the crystal is cut so that the
extraordinary axis is parallel to the crystal surface. Light propagating through the crystal,
along one of the ordinary axes, can be polarized either along the other ordinary axis or along
the extraordinary axis, and the refractive index will depend on the choice of polarization.

These two axes can also be called the fast and slow axes, but the fast axis can correspond
to either the ordinary or the extraordinary axis, depending on the material. Suppose the
crystal is arranged so that the fast axis is aligned with horizontally polarized light, repre-
senting |0⟩, while the slow axis is aligned with vertical light, representing |1⟩. Propagating
through the crystal then applies an additional phase shift ϕ to state |1⟩, implementing the
phase gate Φ, and choosing the thickness of the crystal so that the difference in optical path
lengths for the two polarizations is λ/4 gives a quarter wave plate, which implements the
traditional phase gate S.

The behaviour is more complex if the fast and slow axes are not aligned with the polariza-
tion basis states, and this can give rise to rotations of the polarization. Suppose the crystal
is now arranged with the fast axis aligned at an angle θ from the horizontal axis towards the
vertical axis. The eigenstates of the phase gate, that is the states which only pick up phases
as described above, are

|f⟩ = cos θ|0⟩+ sin θ|1⟩ and |s⟩ = cos θ|1⟩ − sin θ|0⟩ (5.10)

and the basis states can now be decomposed in terms of these eigenstates

|0⟩ = cos θ|f⟩ − sin θ|s⟩ and |1⟩ = cos θ|s⟩+ sin θ|f⟩. (5.11)

Thus the action of the crystal is

|0⟩ → cos θ|f⟩ − eiϕ sin θ|s⟩ = (cos2 θ + sin2 θeiϕ)|0⟩+ cos θ sin θ(1− eiϕ)|1⟩ (5.12)

|1⟩ → cos θeiϕ|s⟩+ sin θ|f⟩ = (cos2 θeiϕ + sin2 θ)|1⟩+ cos θ sin θ(1− eiϕ)|0⟩ (5.13)

corresponding to the unitary transformation

U(θ, ϕ) =

(
cos2 θ + sin2 θeiϕ cos θ sin θ(1− eiϕ)
cos θ sin θ(1− eiϕ) cos2 θeiϕ + sin2 θ

)
(5.14)

and choosing θ and ϕ allows a wide range of gates to be implemented. In particular using a
quarter wave plate (ϕ = π/2) aligned at 45◦ to the basis states (θ = π/4) gives the operation

U(π/4, π/2) =
1

2

(
1 + i 1− i
1− i 1 + i

)
=

eiπ/4√
2

(
1 −i
−i 1

)
(5.15)

which is (up to an irrelevant global phase) a square-root-of-not gate. This gate can
then be combined with S gates to make a Hadamard gate. Alternatively, and more sensibly,
other important gates can be implemented directly by choosing appropriate values of θ and
ϕ.
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5.4 Single photon sources and single photon detectors

The simplest way to obtain a single photon source is to use laser light which is a coherent
state of light, that is a superposition |α⟩ of different photon number states |n⟩ given by

|α⟩ = e−|α|2/2
∞∑
n=0

αn

√
n!
|n⟩. (5.16)

The first few terms in this sum can be expanded as

|α⟩ ∝ |0⟩+ α|1⟩+ α2

√
2
|2⟩+ α3

√
6
|3⟩+ . . . (5.17)

where |0⟩ and |1⟩ are now number states, corresponding to zero photons and one photon
respectively, rather than qubit states. By attenuating this beam the laser intensity and thus
the parameter |α|2 goes down. Then the dominant contributions to the state of the laser
are the vacuum |0⟩ and the single photon state |1⟩, with all higher order terms decreasing
with powers of α. For instance, for the case α =

√
0.1, if light ever makes it through the

attenuator it is a single photon with 95% probability.
Qubits in desired initial states can then be prepared by directing the path of these pho-

tons (for spatial encoding) or by using a polarizing filter (for polarization encoding). The
drawback of this simple method is that the source does not indicate whether a photon is
present or not. More sophisticated schemes are currently being developed which allow the
on demand generation of a single photon with well defined polarization, wave length and di-
rection. Such single photon sources are important for improved implementations of quantum
communication schemes.

Single photon detectors required in quantum communication should posses a high quan-
tum efficiency, detect photons over a broad frequency range (100nm to 2000nm), and have
low dark count rates (false counts in the absence of photons). They should recover quickly af-
ter detecting a photon, allowing resolution of close pairs of photons. Single photon detectors
can be further divided into photon number resolving devices (which allow individual number
states to be distinguished) and photon counting devices (which only allow the vacuum state
to be distinguished from all other number states). Photon detectors can directly measure
spatially encoded qubits by simply placing a detector in each path, while polarization states
can be distinguished by using a polarizing beam splitter (which is made from birefringent
materials and directs horizontally and vertically polarized photons along different paths) to
convert polarization encoding to spatial encoding.

Further reading

Many textbooks say relatively little about elementary quantum information processing with
photons, often starting directly with entangled two-qubit states. However the basic opera-
tions are well described in standard optics texts [Hec02]. Note that the quantum mechanical
description of polarized photons is essentially identical to the Jones vector description of fully
polarized light.



Chapter 6

Two qubits and beyond

As we have seen, even a single qubit is a surprisingly interesting object. However the real
power of quantum information processing begins with systems of two ore more qubits. Before
studying these in detail we need to expand our notation a little.

Consider a system of two qubits, labeled a and b, each of which has two basis states, |0⟩
and |1⟩. The whole system then has four basis states, which can be written as |0a0b⟩, |0a1b⟩,
|1a0b⟩, and |1a1b⟩, and can be found in any general superposition of these states, so that it
occupies a four-dimensional Hilbert space. In the same way, a system of three qubits inhabits
an eight-dimensional Hilbert space, and so on. This exponential increase in the size of the
Hilbert space with a linear increase in the number of qubits underlies the power of quantum
computers.

6.1 Direct products

The size of the Hilbert spaces involved can also be a huge problem, however, making it
difficult to describe states of systems with many qubits. A partial solution is to note that
some states can be described in a simpler way, using the concept of direct products. These
states, in which the individual qubits can in principle be discussed separately, make up a tiny
minority of the states accessible to a multi-qubit system, but include many important states,
most notably the basis states. States of this kind are said to be separable, and states which
are not separable are said to be entangled. Entangled states are much more interesting than
separable ones, but it is wise to begin with the simpler case.

By the basis state |1a0b⟩ we mean a state where qubit a is in state |1a⟩ and qubit b is
in state |0b⟩, and we can write this as |1a⟩ ⊗ |0b⟩, where the symbol ⊗ indicates a direct
product. For the moment we shall not worry too much about what a direct product really is,
and just think of it as a way of combining two subsystems; a more mathematical discussion
can be found in the next section. There is considerable variation in the way these states are
described: |1a0b⟩ can also be written as |1⟩ ⊗ |0⟩, as |10⟩, or most simply of all as |2⟩, where
this last version is obtained by interpreting the 1 and the 0 as the two bits making up the
binary number 10, or decimal 2. Most authors move back and forth between these different
notations, using whatever is most convenient at the time. Of course, if the more compact
forms are used, it is essential to use a consistent ordering of the qubits to avoid ambiguous
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notation.
The direct product approach can also be used to describe more complex states. Suppose,

for example, as Hadamard gate is applied to the second qubit of a system starting in the
state |00⟩. This can be written as

|00⟩ = |0⟩ ⊗ |0⟩ Hb−→ |0⟩ ⊗ (|0⟩+ |1⟩)/
√
2 = (|00⟩+ |01⟩)/

√
2. (6.1)

Similarly, direct products can be used to write down single-qubit operators in a multi-qubit
system without the need for explicit labels: thus, for example, Hb = 1 ⊗ H (that is, do
nothing to the first qubit and apply a Hadamard to the second qubit), while Ha = H ⊗ 1.
Simultaneous Hadamard gates can also be applied to both qubits, using H(2) = H⊗ H.

6.2 Matrix forms

Much of the point of the direct product approach is to avoid writing out explicit matrix
descriptions of states of multi-qubit systems, but sometimes it is useful to do so. The basic
idea behind a direct product is to multiply a copy of the second matrix by each element of
the first matrix in turn: thus (

a
b

)
⊗
(
α
β

)
=


aα
aβ
bα
bβ

 . (6.2)

Note that, for example, the matrix representation of |10⟩ is

(
0
1

)
⊗
(
1
0

)
=


0
0
1
0

 , (6.3)

exactly what would be naively expected. An equivalent approach can be used for operators,
so that the matrix representation of Hb is

(
1 0
0 1

)
⊗ 1√

2

(
1 1
1 −1

)
=

1√
2


1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

 . (6.4)

When an operator separately affects two different qubits it my be useful to use the fact that
the operator can be considered as two sequential operators, one affecting each qubit; thus
applying H(2) is the same as applying Ha followed by Hb, or vice versa. Similarly direct
products and conventional matrix products can be carried out in either order,

(a⊗ b) · (c⊗ d) = (a · c)⊗ (b · d). (6.5)

These methods frequently allows calculations to be simplified.
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6.3 Two qubit gates

We have already seen some two qubit gates: for example Hb implements a single qubit
Hadamard in a two qubit system, while H(2) represents simultaneous Hadamard gates in a
two qubit system. However these gates, which can all be written using direct products, are
in some sense a trivial extension of the corresponding gates in a single qubit system, and
are usually described as single qubit gates. A much more interesting two-qubit gate is the
controlled-not gate which has the explicit matrix form

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (6.6)

and a little thought shows that this matrix cannot be written as a direct product. It seems
that this operator might be more interesting than those discussed above, and this is indeed
the case. In particular the controlled-not gate is a key gate in the generation of entangled
states. Furthermore, it can be shown that the combination of the controlled-not gate and
a small set of single qubit gates is universal for quantum information processing, meaning
that any desired operation can be built from a network of these gates.

The reason why this gate is called a controlled-not gate can be easily seen by applying it
to the four basis states in turn, effectively evaluating its truth table. Clearly |00⟩ and |01⟩ are
unaffected, while |10⟩ and |11⟩ are interchanged. Thus, the effect of the controlled-not gate
is to apply a not gate to the second qubit if and only if the first qubit is in state |1⟩. This
is an example of controlled evolution, in which the state of one qubit is used to influence the
state of another, a process at the heart of computation.

Yet another way of looking at the action of the controlled-not gate is to use the concept
of bitwise addition modulo 2, which simply means adding two bits, throwing away any carries
that are generated. Thus 0⊕ 0 = 0, and 0⊕ 1 = 1⊕ 0 = 1 as normal, but 1⊕ 1 = 0. Note
that a⊕ b is equal to zero if a and b are the same, and is equal to one if a and b are different.
Alternatively, a⊕ b is equal to the xor (exclusive-or) of a and b.

A final description of the controlled-not gate is provided by noting that not is equivalent
to the X gate, and then seeking an expansion of the gate in terms of direct products. The
action of controlled-not is to apply 1 to qubit 2 if qubit 1 is in state |0⟩, and to apply X to
qubit 2 if qubit 1 is in state |1⟩. This can be written as

controlled-not = |0⟩⟨0| ⊗ 1+ |1⟩⟨1| ⊗ σx (6.7)

which can be confirmed by direct matrix calculations. Note that in cases such as this, where
an operator is written as a sum of direct products, it is essential to be careful about global
phases: it is not possible to simply replace the σx in equation 6.7 by 180x as these differ by
a factor of i.

The controlled-not gate is commonly used in theoretical discussions of quantum infor-
mation processing, but in many experimental implementations it is easier to use a closely
related gate, the controlled-Z gate, which performs the transformation

|11⟩ c−Z−→ −|11⟩ (6.8)
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while leaving the other three basis states unaffected. This can be converted to a controlled-
not gate using a pair of Hadamard gates; the equivalence can be easily proved by brute force
multiplication

1

2


1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

 ·


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 ·


1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (6.9)

6.4 Networks and circuits

Unlike networks of single qubit gates, networks of two qubit gates are usually difficult to
describe in simple words, and it is much better to draw a quantum circuit. For example,
equation 6.9 can be redrawn as a network as shown below.

•

H • H
=

•��������
(6.10)

In circuits like this each line corresponds to one qubit, and time runs from left to right, so
that the leftmost gate is the first gate applied. Single qubit gates are drawn on the relevant
line, while two qubit gates connect two lines.

The gate on the far right is a controlled-not gate, and the symbol is made up of three
parts. On the top line is a small filled circle, indicating that this qubit controls the gate.
This control mark is connected by a vertical line to the symbol ⊕ on the second qubit (the
target qubit), and this symbol indicates a not gate (this is a slight abuse of notation, which
can be partly justified by noting that a⊕ 1 = not(a)).

On the left hand side we have three gates, including two single-qubit Hadamard gates,
applied to the second qubit, and a peculiar two-qubit gate, comprising two control dots
connected by a control line. Once again this is an example of abuse of notation, and is used
to indicate a controlled-Z gate,

•
• =

•

Z

(6.11)

The justification for this abuse is the fact that the controlled-Z gate, unlike the controlled-
not gate, is symmetric between the control and target qubits: it is not meaningful to say
which is which, as the nominal roles could be interchanged with no effect. This symmetry
is a characteristic of physical interactions, and explains the importance of the controlled-Z
gate in physical implementations.

An interesting circuit which can be built entirely out of controlled-not gates is the swap
circuit shown below

|a⟩ • �������� • |b⟩

|b⟩ �������� • �������� |a⟩

(6.12)

which acts to interchange the states of two different qubits. Exploring this circuit is a good
first exercise in playing with gates.
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6.5 Entangled states

We have already hinted at the existence of entangled states, which are states of a system
of two or more qubits which cannot be written as a direct product of single qubit states.
Here we will confine ourselves to two-qubit systems where the phenomenon of entanglement
is relatively simple and well understood. A simple way to generate an entangled state from
a basis state is to use the network

|0⟩ H •

|0⟩ ��������
(6.13)

and we can follow through this network a step at a time

|00⟩ Ha−→ (|00⟩+ |10⟩)/
√
2 (6.14)

c−X−→ (|00⟩+ |11⟩)/
√
2 (6.15)

where the first line follows from the properties of the Hadamard gate and the second line is
obtained by using the fact that the controlled-not gate is a unitary operation, and thus a
linear operation, and so its effect on a superposition can be obtained by applying the gate to
each of the terms in turn. The final state looks simple enough, but has some very peculiar
properties! This state is inseparable, which means that it cannot be written as a direct
product of states of the two individual qubits. In turn this means that the properties of the
state cannot be fully described by listing the properties of the two qubits involved: rather
they are properties of the two qubit state taken as a whole.

To take a simple example, consider measuring the state of the first qubit. The system is
in an equally weighted superposition of two states, in one of which it the first qubit is in |0⟩,
and in the other the first qubit is in |1⟩. Thus any measurement of the first qubit will return
either |0⟩ or |1⟩, at random and with equal probability. This is not particularly odd; what is
odd is the effect that measuring the first qubit has on the second qubit. Our entangled state
is a superposition of two states, in both of which the two individual qubits have the same
state; thus if we measure qubit one and find it is in |0⟩ we know immediately that qubit two
must also be in state |0⟩! Similarly, if we find qubit one in |1⟩ then qubit two will also be in
|1⟩. The behavior of the two qubits is completely intertwined, or entangled.

The state discussed above is only one example of an infinite number of possible entangled
states. Particularly important among these are the four Bell states, which are maximally
entangled states, meaning that their behavior is as unlike a direct product state as possible.
These states are defined by

ϕ± = (|00⟩ ± |11⟩)/
√
2 ψ± = (|01⟩ ± |10⟩)/

√
2 (6.16)

and so the state discussed previously is a ϕ+ Bell state. Note that the four Bell states form
an orthonormal basis for the maximally entangled states.

Further reading

Discussions of universal sets of quantum, gates can be found in standard texts [NC00, SS08].



Chapter 7

More about measurement

We finally have all the basic tools we will need to describe systems of one and two qubits. In
this last chapter we look at some of the consequences of the peculiar properties of quantum
systems, and see how they might prove useful.

7.1 Measuring a single qubit

A key result in quantum information theory is that it is impossible to accurately characterize
a single qubit. In other words, there is no experiment, or sequence of experiments, which
allow us to find out the state of a single quantum bit.

The reason for this problem is two-fold. Firstly, we have to make some sort of decision
about the basis we will use for our measurement. For example, when measuring a single
qubit the most popular choice is to make a measurement in the computational basis. This is
equivalent to asking the qubit whether it is in |0⟩ or |1⟩. If the qubit is indeed in |0⟩ or |1⟩ the
measurement process is simple, and we will get the obvious answer. If, however, the qubit is
in a superposition, such as α|0⟩+β|1⟩, then the situation is more difficult. Characterizing the
state now means determining the values of α and β, but the measurement can only return
the answer 0 or 1, and for a superposition state one of these two answers will be returned at
random, with probabilities |α|2 and |β|2 respectively.

Clearly we cannot characterize a superposition state in a single measurement, but why
not just make repeated measurements, and so gain statistical information about α and β?
The problem is that the first measurement does not leave the state unaffected: if the first
measurement returned 0 then the state is changed to |0⟩, and if the first measurement returned
1 the state is changed to |1⟩. Any subsequent measurement of the state will therefore return
the same answer as before, and no more information can be obtained. This point was
addressed briefly in section 2.7.

This measurement behavior is so strange that it is good to go back to a few simple
examples. The classic example of a quantum measurement is a Stern–Gerlach apparatus,
which measures the projection of a spin onto some axis. This is, of course, entirely equivalent
to measuring a qubit in some basis: a Stern–Gerlach apparatus aligned along the z-axis is
equivalent to a measurement in the computational basis, while one aligned along the x-axis
is equivalent to a measurement in the |±⟩ basis. These measurements always produce one of
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two results: the spin is either parallel or antiparallel to the measurement axis. If the spin is
neither parallel or antiparallel then one of the two permitted results is returned at random,
with probabilities depending on the projection of the spin onto the axis.

One might ask what is so special about the computational basis, and the short answer is
that measuring in any other basis is ultimately equivalent. The key thing about the compu-
tational basis is simply that it is an orthonormal basis, as the only quantum measurements
that work reliably are those where the possible answers correspond to orthonormal states.
However any orthonormal basis is (in principle) as good as any other, and we can choose
some other basis without altering the underlying ideas. It is also possible to consider making
measurements that seek to distinguish states that are not orthonormal; the detailed answers
are quite complicated, but the key result is that such measurements cannot be made to work
with perfect reliability, and they do not fundamentally change the discussion above.

Returning to our Stern–Gerlach apparatus, the situation becomes much more interesting
when considering a cascaded network of measurements such as that shown below.

|ψ⟩
Z

|0⟩
X

|+⟩
Z

|0⟩

|1⟩ |−⟩ |1⟩

(7.1)

Suppose we measure the z-component of a spin, and find it to be |0⟩, and the measure the
x-component of a spin and find it to be |+⟩. Finally we measure the z-component again,
and get the remarkable effect that the result is either |0⟩ or |1⟩, each with 50% probability.
This makes easy to explain using quantum mechanics (the effect of the x-measurement is to
change the state to either |+⟩ or |−⟩), but hard to make sense of in any other way.

The same result can be experimentally demonstrated even more simply using polarized
light. In this case horizontally and vertically polarized light corresponds to the computational
basis states, |0⟩ and |1⟩, while light polarized at ±45◦ corresponds to the |±⟩ states. Suppose
a photon is passed through a pair of crossed polarizers: the only photons that can get through
are those which were in |0⟩ at the first polarizer and in |1⟩ at the second one, and so no light
is transmitted. But if a polarizer at ±45◦ is placed between the two crossed polarizers, then
the intervening measurement changes the states of the photons, allowing some of them to
pass!

If we do know something about the state of the qubit, the situation is radically changed.
For example, if we know the qubit is in either |0⟩ or |1⟩ then a measurement in the compu-
tational basis will immediately tell us which one it is. Next consider a qubit which is known
to be in one of the two superposition states |±⟩ = (|0⟩ ± |1⟩)/

√
2. In each case measurement

in the computational basis will return either |0⟩ or |1⟩ with 50% probability, and so this
measurement basis tells us nothing useful about the state. The two states are, however, or-
thonormal, and so should be completely distinguishable! This can be achieved by measuring
in a suitable basis usually called the X-basis, which always returns either |+⟩ or |−⟩.

Now suppose we have a qubit in either |0⟩ or |1⟩ and choose to measure its state in the X-
basis. In this case the measurement will return either |+⟩ or |−⟩, each with 50% probability,
and we learn nothing at all about the state. While we can optimize our measurement process
for any particular pair of states we cannot simultaneously optimize it for all possible states.
Clearly if the state of the qubit is unknown it is impossible to optimize the measurement.

More insight into the measurement process can be obtained by using a Bloch sphere
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picture. The two states |0⟩ and |1⟩ lie at the north and south poles of the Bloch sphere, and
a measurement in the computational basis applied to a general state is essentially a method
of estimating its projection onto the z-axis. The two basis states |0⟩ and |1⟩ lie at opposite
ends of the z-axis, and are easily distinguished. By contrast the states |±⟩ lie at opposite
ends of the x-axis, and the projection onto the z-axis is zero for both states, showing that
they cannot be distinguished. These states are best distinguished by their projections onto
the x-axis, that is by measurements in the X-basis, but this is completely useless for the
states |0⟩ and |1⟩, whose projection onto the x-axis is zero. A measurement will only be
perfect if the measurement axis is parallel to the state, and will be completely useless if the
measurement axis is perpendicular to the state. For a completely unknown state there is no
sensible way to choose the axis, and any measurement is as good as any other.

7.2 Ensembles

So far we have assumed that we have only one copy of our unknown quantum state. Suppose,
however, that we have a large number of identical copies of the state, a situation usually called
an ensemble. If the state is |ψ⟩ then the ensemble can be written as

(|ψ⟩)n =
n⊗

|ψ⟩ =
n terms︷ ︸︸ ︷

|ψ⟩ ⊗ |ψ⟩ ⊗ · · · ⊗ |ψ⟩ (7.2)

which is a direct product of copies of the unknown state. The significance of the direct product
form is that the individual copies of the state are independent, in the sense that manipulating
one qubit does not affect any others. By performing several different measurements on many
copies of the state we can get a very good idea of what the state is.

It might seem that this offers a solution to the problem of characterizing an unknown
state: all that is necessary is to make an ensemble of copies of the state and then measure
these! As we shall see, however, this process is impossible.

7.3 The no-cloning theorem

The no-cloning theorem is arguably one of the most important results in the whole of quan-
tum information theory, but it is also one of the simplest. It is possible to copy classical
information without limits, but it is almost trivial to prove that an unknown quantum state
cannot be copied (cloned), and a brief proof is sketched below.

The proof proceeds by contradiction. Suppose a quantum cloning device, capable of
accurately copying a completely unknown state, did in fact exist. Clearly such a device must
be capable of copying the two basis states |0⟩ and |1⟩. Copying the two basis states is easy,
and can in fact be achieved by a controlled-not gate, which performs

|0⟩|0⟩ −→ |0⟩|0⟩ |1⟩|0⟩ −→ |1⟩|1⟩ (7.3)

as desired. However this approach cannot be used to clone a general state, such as

|ψ⟩ = α|0⟩+ β|1⟩. (7.4)
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If a controlled-not gate is used to “copy” this state, the result will be

α|0⟩|0⟩+ β|1⟩|1⟩, (7.5)

a result which follows immediately from the linearity of the controlled-not gate. This state
should be compared with the desired state, which has the form

|ψ⟩ ⊗ |ψ⟩ = α2|0⟩|0⟩+ αβ|0⟩|1⟩+ βα|1⟩|0⟩+ β2|1⟩|1⟩. (7.6)

Clearly these states are only the same in the extreme limits of α = 1 (implying β = 0)
or β = 1, that is when the state being copied is a basis state. This result suggests that
quantum cloning is indeed impossible, but is not completely convincing as one particular
operation for cloning the basis states has been assumed. However a little thought shows that
any other putative cloning method is fundamentally equivalent to a controlled-not gate, and
the argument is basically sound. Just as was the case for characterizing a quantum state,
it is possible to optimize the cloning process to work for a particular pair of states, but no
solution exists for an unknown state.

Accepting that an unknown quantum state cannot be copied accurately, one might still
ask whether the output of a quantum cloner could in any way assist an attempt to characterize
an unknown state. In fact the form of the state in equation 7.5 immediately rules this out, as
this is an entangled state, in which the properties of the two qubits are completely correlated.
Once the first qubit has been measured we know that the second qubit will have the same
state; actually measuring this state tells us nothing new about the system.

There is in fact an important link between the problem of measurement and the no-
cloning theorem. The fact that an unknown quantum state cannot be copied means that the
measurement problem cannot be overcome by copying. Similarly, the inability to accurately
characterize an unknown state rules out an obvious cloning strategy: measuring the state
precisely and crafting identical copies. These two interlinked phenomena lie at the heart of
one of the most important applications of quantum information processing, called quantum
cryptography.

7.4 Fidelity

The discussions above prove that it is impossible to perform certain operations on quantum
bits without the possibility of error. The obvious question is then how accurately these
operations can be performed. Critical to these questions is the concept of fidelity, which
measures how close two states (or, by extension, two operations) are to one another.

For assessing state fidelity it seems obvious that the measure should be built around the
inner product. Since the two basis states are orthonormal, we know that

⟨0|0⟩ = ⟨1|1⟩ = 1 ⟨0|1⟩ = ⟨1|0⟩ = 0 (7.7)

which makes sense. However the inner product of two general states will be a complex
number, while fidelity should be a real number between 0 and 1. A better definition of the
fidelity of one ket |ϕ⟩ with respect to another ket |ψ⟩ is

F (|ϕ⟩, |ψ⟩) = |⟨ϕ|ψ⟩|2 = ⟨ψ|ϕ⟩⟨ϕ|ψ⟩ (7.8)
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This definition can be extended to measure the fidelity between a pure state |ψ⟩ and a mixed
state described by a density matrix ρ

F (ρ, |ψ⟩) = ⟨ψ|ρ|ψ⟩ (7.9)

which clearly reverts to the original form for two pure states, when ρ = |ϕ⟩⟨ϕ|. Note that
some authors use the square root of this definition, which can also be extended to measure
the fidelity between two mixed states.

To take a simple example, consider the fidelity between a general state and itself:

F =
(
α∗ β∗)(αα∗ αβ∗

βα∗ ββ∗

)(
α
β

)
(7.10)

= (|α|2 + |β|2)2 (7.11)

= 1. (7.12)

A more interesting case is the fidelity between an arbitrary pure state and the same state
after a measurement in the computational basis:

F =
(
α∗ β∗)(αα∗ 0

0 ββ∗

)(
α
β

)
(7.13)

= |α|4 + |β|4 (7.14)

= 1− 2|α|2|β|2. (7.15)

Clearly the process of measurement damages a state unless the state is a basis state of the
measurement (so that either α or β is equal to zero). The worst case occurs for states like
|±⟩ for which |α| = |β| = 1/

√
2, resulting in a fidelity of F = 1/2. For the general case it

can be shown that the average fidelity of a state after a measurement is 2/3.
This result can be interpreted in two different ways. Firstly, as noted above, measuring

an unknown state will damage it, and so it is always possible to check whether someone has
been looking at your “secret” state. (This fact underlies the idea of quantum money, which
was invented by Steven Wiesner long before quantum information theory was thought of,
and ultimately underlies quantum cryptography.) Secondly, the state after the measurement
also describes the state of knowledge of the person who performed the measurement, and this
shows that the knowledge of the state can never be perfect unless the correct measurement
basis was used.

7.5 Local operations and classical communication

So far we have considered two qubit states where both qubits are accessible to us. The
situation becomes much more interesting when different qubits are controlled by different
people.

Consider two people, traditionally called Alice and Bob, each of whom have one qubit
(that is, they have possession and control of the physical system used to implement the qubit)
of a two qubit system. We assume that they can both manipulate their own qubit in any
way they desire: they can apply single qubit logic gates, make measurement, etc., but they
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have no direct access to the other person’s qubit. Speaking technically, we say that Alice and
Bob have access to the complete set of local operations. We also assume that Alice and Bob
can communicate by sending classical messages, reporting the results of measurements on
their own qubits, or asking that certain gates be applied to the other person’s qubit. This set
of abilities is described as local operations and classical communication, usually abbreviated
to LOCC. By local, here, we mean local in the obvious every day sense, rather than in
the relativistic sense; however the extension to include classical communications, which we
assume to be limited by the speed of light, means that LOCC is equivalent to relativistically
local.

If the two qubit system is in a separable state then nothing mysterious occurs. Recall
that it is the nature of a separable state that the two qubits have individual properties, and
it makes sense to treat them as individual objects. If the two qubits are entangled, however,
then the situation is entirely different! It is no longer really possible to talk about the two
qubits as separate objects. As a simple example, suppose Alice and Bob share a pair of
qubits in the entangled state

ϕ+ = (|00⟩+ |11⟩)/
√
2 (7.16)

and that Alice applies a not gate to her qubit (assumed to be the qubit listed first in our
notation). The result is

(|10⟩+ |01⟩)/
√
2 = ψ+. (7.17)

In a similar way, Alice can convert the state into any one of the four Bell states, and Bob can
do the same thing. It is no longer possible to divide up the state into portions controlled by
Alice and portions controlled by Bob: they both have equal control over the entire state. This
behavior lies at the heart of quantum communication protocols such as quantum dense coding
which will be explored later; less positively it also makes certain elementary cryptographic
operations impossible in the quantum world, most notably the impossibility of quantum bit
commitment.

Given this key distinction between separable and entangled states, it is reasonable to ask
whether Alice (with or without help from Bob) can turn an initially separable state into an
entangled state using only local operations and classical communications. It is a key result
in quantum information theory that this is impossible, and more generally the amount of
entanglement in a quantum system cannot be increased by LOCC. If Alice and Bob wish
to use an entangled state they must either create one by applying two qubit gates (which
requires the two qubits to be brought into direct contact), or use a state prepared by some
third party. For simplicity we can often assume that Alice prepares the entangled state and
gives one qubit to Bob. It is a curious fact about many quantum communication protocols
that it does not matter where the entangled state comes from: if a malicious person seeks to
cheat by providing the wrong state then this fact can be easily detected.

Further reading

Quantum measurement is well described in standard texts [BK92, NC00, SS08]. The original
proof of the no-cloning theorem [WZ82] is an easy read. Quantum fidelity is well explored in
[NC00].



Chapter 8

Exercises

8.1 Single qubits

1. Show that if |ψ⟩ = cos(θ/2)|0⟩+ sin(θ/2)eiϕ|1⟩ then

|ψ⟩⟨ψ| = 1
2
(σ0 + sx σx + sy σy + sz σz)

where σα are the usual Pauli matrices, with α equal to x, y, z or 0. Show that
s = (sx, sy, sz) (the Bloch vector) has unit length, and so |ψ⟩⟨ψ| can be represented by
a point on the unit sphere (Bloch sphere). Show that any mixed state of a single qubit
can be written as a point in the Bloch sphere. What point does 1

2
σ0 correspond to?

2. Show that σ2
α = σ0, and hence use a series expansion to show that exp(−iθ σα/2) =

cos(θ/2)σ0 − i sin(θ/2)σα without diagonalizing any matrices.

3. Using matrix propagators show that the Hadamard gate can be implemented as 90y180x
(where rotations are written from left to right; note that propagators must be ap-
plied from right to left). Show that other possible implementations include 180x90−y,
90−y180z and 180z90y.

4. Spin echoes. Show that ϕz 180x ϕz ≡ 180x and thus show that ϕz 180x 2ϕz 180x ϕz is
equivalent to the identity. Similarly show that ϕz 180x ϕz 180x and 180x ϕz 180x ϕz are
also equivalent to the identity. What about 180y ϕz 180y ϕz? What about 180x ϕz 180y ϕz?
Try to avoid just multiplying matrices mindlessly, but instead reuse partial results and
use known properties of propagators where possible.

5. We have used matrices to show that HσzH = σx; now show that HσxH = σz without
multiplying matrices.

6. Another way to do this is to note that H is equal to (σx + σz)/
√
2; use this and the

known properties of products of Pauli matrices to prove that HσzH = σx.

7. This approach allows some quite complex calculations; to keep life simple it is often
better to write X for σx etc. Use this approach to show that the product of operators
90−y90x90y is equivalent to 90z. Recall that XY = iZ.
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8.2 Physical Systems

1. The Innsbruck ion trap quantum computer is based on the electric dipole forbidden
transition between the D5/2 excited state and the S1/2 ground state of 40Ca+ ions (40Ca
has nuclear spin I = 0, and so there is no hyperfine structure to worry about; this
transition is weakly allowed by coupling to the atom’s electric quadrupole moment,
and has a natural lifetime of about 1 s). This transition can be driven directly at a
wavelength of 729 nm. Calculate the limiting spatial resolution in this system (you
may assume the Abbe limit), and comment on the expected excited state population
at 300K.

2. In an experiment to observe Rabi oscillations in this system, the population of the
D5/2 state was found to increase, then decrease, then increase again, with a minimum
observed after about 1µs. Since this is a quadrupole transition, we can’t really analyze
it using the methods in this book, but let’s ignore that. Suppose an electric dipole
transition was driven at the same rate: make a reasonable estimate of the electric field
strength required. For the strength of the dipole moment you may take z ∼ a0.

3. Now calculate the spontaneous decay time of a strongly allowed transition at the same
wavelength, which is given by 1/Γ = (3πϵ0~c3)/(ω3e2z2), and comment on the result.

4. Suppose we tried to excite this transition by brute force, using a very large jump in
a static electric field. Estimate the field strength required to make this work, and
comment on your result.

5. A typical modern NMR spectrometer has a main magnetic field strength of about 12T,
resulting in a 1H Larmor frequency of about 500MHz, while an RF pulse causing a
90◦ rotation will typically last around 6µs. Calculate the strength of the oscillating
magnetic field component of the RF field.

6. Calculate the energy gap between the two spin states of a 1H in the system discussed
above. Assuming a Boltzmann distribution between the two energy states, what are
the probabilities of finding a given nucleus in the two states at a temperature of 300K?
Suppose an NMR sample contains 0.2ml of water at 300K: what is the excess number
of spins in the lower energy state? What temperature is required to place 99% of the
spins in the lower energy state?

7. As implied above, a typical NMR sample is a moderately large object (several mm in
each direction), containing many identical copies of the same spin. If the magnetic
field is different at each spin then the Larmor frequency will also vary, giving rise to
inhomogeneous broadening. Suppose the natural NMR linewidth is around 1Hz, which
is reasonable: how much variation in the field can we tolerate? Is this practical?

8. In section 5.3 we explored some of the properties of birefringent wave plates, with
a particular emphasis on quarter wave plates (ϕ = π/2). Now evaluate the unitary
transformation performed by a half wave plate, and show how this can be used to
implement not gates and Hadamard gates directly.
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9. Suppose I make a beam of vertically polarized light, and pass it through an ideal piece
of polaroid film with a vertical axis. The light beam will be completely transmitted.
Now suppose I put a second polarizer after the first one, at an angle θ; the transmitted
fraction will drop to cos2 θ, with no transmission occurring at 90◦ (the Law of Malus).
Now suppose I use two ideal polarizers after the first one, at angles of 45◦ and 90◦:
what will be the transmitted fraction in this case? Now suppose I use a sequence of n
polarizers, equally spaced up to 90◦ (so that for the case n = 3 the first polarizer is at
0◦ and the next three are at 30◦, 60◦ and 90◦ respectively). What is the transmission
for general values of n? How about n = 90? What is the value in the limit n→ ∞?

8.3 Two qubits

1. Show that a controlled-not gate can be built out of Hadamard gates and a controlled-σz
gate without using explicit matrices in your argument.

2. Use the “bitwise addition modulo 2” description of the controlled-not gate to show
that a network of three controlled-not gates will swap the values of two qubits in
eigenstates. Hence show that this network acts as a swap get for any separable state
of two qubits.

3. Calculate an explicit matrix form for the swap gate. What does this gate do to a pair
of qubits in a Bell state? Why is this answer not surprising?

4. The Ising Hamiltonian, which plays a key role in many proposed implementations of
quantum computing, takes the form H = (2πν/2)σz ⊗ σz. Show that a combination of
a period of evolution under the Ising Hamiltonian for a time t = 1/(4ν) and a bilateral
90−z rotation is equivalent to the controlled-σz gate (ignoring global phases).

5. Suppose Alice and Bob share an entangled pair of qubits in the state ψ−. Find local
operations that Bob can use to convert this to the other three Bell states.

6. It can be shown that any single qubit gate can be constructed out of a suitable network
of Hadamard gates and T =

√
S = 4

√
Z gates. Use this fact to prove that the singlet

state ψ− is unaffected by any bilateral unitary operation.

7. A pure state is said to be separable (and therefore not entangled) if it can be written
as a direct product of single qubit states; a mixed state is said to be separable (and
therefore not entangled) if it can be written as a mixture of separable pure states. Now
suppose that Alice and Bob start with a pair of qubits in the separable state |0⟩|0⟩, and
that they try to create an entangled state by LOCC. Inspired by the standard network,
Alice applies a Hadamard to her qubit and then measures it; if she gets a |0⟩ she does
nothing, but if she gets a |1⟩ she tells Bob to apply a not gate to his qubit. Find the
resulting state, and show that it is not entangled. What is the state fidelity between
the resulting state and each of the four Bell states? Can you describe the resulting
state as a mixture of Bell states?
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Appendices

9.1 Single qubit gates

Here I list some of the most important single qubit gates, and some relationships between
them. The notation is partly based on that of [NC00], which also covers multi-qubit gates.

1 = σ0 = I =

(
1 0
0 1

)
(9.1)

i180x = σx = X =

(
0 1
1 0

)
(9.2)

i180y = σy = Y =

(
0 −i
i 0

)
(9.3)

i180z = σz = Z =

(
1 0
0 −1

)
(9.4)

90x =
√

X/i =
1√
2

(
1 −i
−i 1

)
(9.5)

90y =
√

Y/i =
1√
2

(
1 −1
1 1

)
(9.6)

S =
√
Z =

(
1 0
0 i

)
(9.7)

H =
1√
2

(
1 1
1 −1

)
(9.8)

Note that X2 = Y2 = Z2 = H2 = I and that S2 = Z. The Hadamard gate H can be
implemented in may different ways, such as H = S 90x S = 90y Z. Other identities include
HZH = X and HXH = Z.

9.2 Quantum optics

In the main text we have adopted a traditional semi-classical approach to describing tran-
sitions between energy levels of a quantum system, in which light is treated as a classical
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oscillating electric or magnetic field. This approach works well, but clearly it cannot be
quite right, as light is itself a quantum system. Here we briefly discuss how a full quantum
mechanical treatment of light-matter interactions can be developed, and explain why it is
rarely necessary.

The key step is to see that, from a quantum mechanical point of a view, a light field is
nothing more than a thinly disguised harmonic oscillator, with the number of photons in the
light field corresponding to the quantum number in the harmonic oscillator. Note that the
energy of a light field containing n photons is normally written as En = nhν (the photons do
not interact with one another and so the energy of n photons is simply n times the energy of
a single photon), while the energy of the nth level of a harmonic oscillator is En = (n+ 1

2
) ~ω.

Clearly these formulae are essentially equivalent, differing only in the position of the zero of
the energy scale.

The standard way to treat a quantum harmonic oscillator is in terms of the raising
operator A† and the lowering operator A, which perform

A†|n⟩ =
√
n+ 1 |n+ 1⟩ A|n⟩ =

√
n |n− 1⟩ (9.9)

increasing or decreasing the quantum number by 1. Entirely equivalent operators can be
used to describe a light field: a†, the creation operator, creates an additional photon in the
light field (increases n by 1), while a, the annihilation operator, destroys a photon (reduces
n by 1).

A similar approach can be used to define two related operators for a qubit, σ and σ†,
defined by

σ = 1
2
(σx + iσy) =

(
0 1
0 0

)
(9.10)

and

σ† = 1
2
(σx − iσy) =

(
0 0
1 0

)
(9.11)

which convert |1⟩ to |0⟩ and vice versa. Note that σ† is the Hermitian conjugate of σ as
expected; the same thing is, of course, true for a and a†, although in this case a matrix
representation must be infinite dimensional! If, however, we assume that the system can
only contain zero or one photons, then a and a† take the same forms as σ and σ†.

We are now in a position to write down the interaction between the light field and the
atom. Two basic events can occur: the absorption of a photon, with consequent excitation of
the atom, and emission of a photon, with de-excitation, and both of these processes happen
at the same intrinsic rate, which we can call Ω/2. Thus the Hamiltonian is

H = 1
2
~Ω
(
aσ† + a†σ

)
(9.12)

where we are assuming that the light is exactly resonant with the field, and we have chosen
one particular phase for the light. This can be written out explicitly by noting that the light
field can be treated as another qubit (remember that we are assuming the light field contains
zero or one photons) and using the usual direct product approach gives

H =


0 0 0 0
0 0 ~Ω/2 0
0 ~Ω/2 0 0
0 0 0 0

 (9.13)
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showing that the Hamiltonian is block-diagonal, dividing into a central two by two block and
two outer elements; the corresponding propagator

U = exp(−iHt/~) =


1 0 0 0
0 cos(Ωt/2) −i sin(Ωt/2) 0
0 −i sin(Ωt/2) cos(Ωt/2) 0
0 0 0 1

 (9.14)

has the same structure. Clearly the state |00⟩ does not evolve (the ground state of the atom
cannot emit a photon, and there is no photon present for it to absorb), and a similar (but
more subtle) argument applies to |11⟩. The interesting behavior occurs in the central block,
which is identical to the Hamiltonian describing the interaction of a qubit with a classical
field. Thus the state of the atom undergoes Rabi oscillations, while the state of the light field
also oscillates in the opposite direction.

Another way of looking at this situation is to consider the propagator in the case that
Ωt = π (a 180◦ pulse), for which

U =


1 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 1

 . (9.15)

Neglecting a few phases this is essentially a swap quantum logic gate: the interaction between
the light and the atom acts to swap quantum information between the two qubits. More
interesting behavior occurs when Ωt = π/2, as this creates an entangled state of the atom
and the light field.

Quantum optics is an interesting and important topic in its own right [GK05, Ved05], but
the above hints at a potential problem with implementing quantum computers with atomic
states in the way described previously: it appears that applying single qubit gates to the
atom will inevitably entangle it with the light field. Any process that effectively measures
the light field, causing it to decohere, will also cause the atomic state to decohere at the same
time.

The solution to this problem is that a classical light field does not correspond to a state
with a well defined number of photons (a Fock state), but to a much more interesting state
known as a coherent state. Coherent states were described in section 5.4, and take the form

|α⟩ = exp(−|α|2/2)
∞∑
n=0

αn

√
n!
|n⟩ (9.16)

where α is some complex number, and have the useful property that they are eigenstates
(technically, right-eigenstates) of the annihilation operator:

a|α⟩ = α|α⟩ (9.17)

(for the details see [BR97]). Thus it is possible to remove a photon for a coherent state
without changing it in any way! If a coherent state is used to excite an atom then the light
and the atom do not become entangled.
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9.3 Raman pulses

The above scheme for implementing single qubit operations in atoms brings along a number
of problems we have gently overlooked until now. One of the most important ones is that
the excited state |1⟩ will spontaneously decay and as the transition from state |1⟩ to |0⟩ was
assumed to be dipole allowed this will usually happen on a fast time scale typically on the
order of ns and destroy the quantum information stored in the atom. Also we have chosen a
time dependent basis for the qubit above which oscillates at an optical frequency. This large
frequency will make it experimentally very hard to keep track of the phase of the excited
state |1⟩. Therefore we will now look at a different atomic configuration which does not suffer
from these problems. It involves two classical laser beams and three of the atomic states.

We consider the situation where two laser beams with Rabi frequencies Ω0 and Ω1 drive
transitions between the atomic states |0⟩ ↔ |e⟩ and |1⟩ ↔ |e⟩, respectively. The states |0⟩
and |1⟩ are assumed to be chosen from the ground state manifold of the atom and the state
|e⟩ is an excited state. We denote the detunings of the two lasers from the atomic transitions
by ∆0 and ∆1, respectively. In a realistic situation this can be achieved by making use of
the selection rules and/or choice of frequencies. In a very similar way as above we find the
Hamiltonian for this situation to be

H = −∆R|e⟩⟨e|+
Ω0

2
(|e⟩⟨0|+ |0⟩⟨e|) + Ω1

2
(|e⟩⟨1|+ |1⟩⟨e|)− δ|1⟩⟨1|, (9.18)

where ∆R is the detuning of the laser Ω0 from the transition |0⟩ ↔ |e⟩ and δ is the detuning
of the Raman transition from the transition |0⟩ ↔ |1⟩. The laser parameters are chosen such
that ∆R ≫ Ω0, Ω1, δ.

With the above choice of parameters the excited state |e⟩ will hardly be occupied and
therefore we will try to eliminate it from the dynamics of our system. We write the wave
function of the system (in the time dependent basis) as

|ψ(t)⟩ = c0(t)|0⟩+ c1(t)|1⟩+ ce(t)|e⟩ (9.19)

and find the evolution equation for ce(t) from the Schrödinger equation

iċe(t) = −∆Rce(t) + (Ω0c0(t) + Ω1c1(t)) /2. (9.20)

The solution of this equation with initial condition ce(−∞) = 0 is given by

ce(t) = −i

∫ t

−∞
dt′ exp [−i∆R(t− t′)(Ω0c0(t) + Ω1c1(t))/2] . (9.21)

Since ∆R is much larger than any other frequency appearing in this problem the coefficient
ce(t) will change very quickly compared to the other two coefficients. However, we do not
set it to zero as we did before for quickly rotating coefficients, but use a more accurate
approximation this time. We calculate the integral approximately by replacing c0 and c1
with their values at time t. We therefore find

ce(t) = (Ω0c0(t) + Ω1c1(t)) /2∆R (9.22)



CHAPTER 9. APPENDICES 65

Substituting this result into the equations for c0(t) and c1(t) we obtain a closed set of equa-
tions and have reduced the dynamics of the three level system to a two level system with
Hamiltonian Hred where now

∆ = δ + (Ω2
0 = Ω2

1)/4∆R and Ω = Ω0Ω1/4∆R (9.23)

This reduced Hamiltonian causes transitions between two states |0⟩ and |1⟩ as before. How-
ever, there are a few points worth noting here:

• The transfer of population between two different metastable ground state levels by two
classical laser fields is called Raman transition and π/2 or π pulses performed in this
way are Raman pulses.

• Both states |0⟩ and |1⟩ are from the ground state manifold, so there is no spontaneous
decay from these levels and therefore quantum information can be stored more reliably
in these states.

• The population in state |e⟩ remains small at all times and (for Ω0 ≈ Ω1) is approxi-
mately given by (Ω/∆R). From atomic physics we know that the probability ps(dt) of
a spontaneous decay of the atom during a small time dt is given by ps(dt) = AdtΩ/∆R

with A the Einstein A-coefficient. During a gate time with dt = π/Ω the probability
ps(dt) = Aπ/∆R can be kept small when choosing sufficiently large values of ∆R.

• The energy difference between the states |0⟩ and |1⟩ is much smaller than in the case
of an optical transition between the states |0⟩ and |1⟩. It is thus easier to follow the
phase of the rotating basis state in the case of a Raman transition.

• Due to the requirement ∆R ≫ Ω1, Ω2 the resulting Rabi frequency will usually be
smaller than for directly driven transitions.
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